INTERNAL CLUSTER QUALITY INDEXES FOR CLASSIFICATION OF SYMBOLIC DATA

Abstract

This paper describes main classification methods used for symbolic data (e.g. data in form of: single quantitative value, categorical value, interval, multivalued variable, multivalued variable with weights) presents difficulties of measuring clustering quality for symbolic data (such as lack of “traditional” data matrix), presents which of known indexes like Silhouette index, Caliński and Harabasz index, Baker and Hubert index, Huberta and Levine index, Ratkovski index, Ball index, Hartigan index, Krzanowski and Lai index, Scott index, Marriot index, Rubin index, Friedman index may be used for validation of such type of data and what indexes are specific only for symbolic data. Simulation results are used to propose most adequate indexes for each classification algorithm.
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1. Introduction

In typical classification procedure cluster validation is one of the crucial steps. Typically validation is made with use of internal cluster quality indexes. There is a variety of such kind of indexes with over fifty measures (Milligan and Cooper, 1985; Weingessel et al., 1999).

Problem of choosing most adequate cluster quality index for data measured on different scales and classified by various clustering methods is well-described in literature. Milligan suggest to use Caliński and Harabasz, Hubert and Levine, Baker and Hubert indexes and also Silhouette index and Krzanowski and Lai indexes are quite commonly used.
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Situation differs in case of symbolic data (data that can represent numbers, intervals, set of values and qualitative data). There are no suggestions in literature which indexes are most appropriate for these data. This paper describes cluster quality indexes that can be used for symbolic data.

First part is an introduction to symbolic data analysis, symbolic objects and symbolic variables are described and dissimilarity measures for symbolic objects are presented.

In second part clustering methods that can be used for symbolic data and methods specific only for this kind of data are described.

Third part presents main groups of cluster quality indexes along with examples of indexes from each group (due to lack of space only most frequently used indexes are described).

Forth part describes classification process of symbolic data and also an analysis is done which of indexes are calculable for symbolic data.

In next part cluster quality indexes are compared on 20 sets of symbolic data with know structures and with three clustering methods are compared and those of them, which most accurate represents the structure of classes are proposed.

Finally some conclusions and remarks are given.

2. Symbolic objects and symbolic variables

Symbolic data, unlike classical data, are more complex than tables of numeric values. While Table 1 presents usual data representation with objects in rows and variables (attributes) in columns with a number in each cell, Table 2 presents symbolic objects with intervals, set and text data.

<table>
<thead>
<tr>
<th></th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Variable 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>108</td>
<td>11.98</td>
</tr>
<tr>
<td>2</td>
<td>1.3</td>
<td>123</td>
<td>-23.37</td>
</tr>
<tr>
<td>3</td>
<td>0.9</td>
<td>99</td>
<td>14.35</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Source: own research.
Table 2

Symbolic data table

<table>
<thead>
<tr>
<th>X</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Variable 3</th>
<th>Variable 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.9; 0.9)</td>
<td>{106; 108, 110}</td>
<td>11; 98</td>
<td>{Blue; green}</td>
</tr>
<tr>
<td>2</td>
<td>(1; 2)</td>
<td>{123; 124; 125}</td>
<td>-23; 37</td>
<td>{light-grey}</td>
</tr>
<tr>
<td>3</td>
<td>(0.9; 1.3)</td>
<td>{100; 102; 99; 97}</td>
<td>14; 35</td>
<td>{pale}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Source: own research.

Bock and Diday (2000) define five types of symbolic variables:
- single quantitative value,
- categorical value,
- interval,
- multivalued variable,
- multivalued variable with weights.

Variables in a symbolic object can also be, regardless of its type (Diday, 2002):
- taxonomic – representing hierarchical structure,
- hierarchically dependent,
- logically dependent.

Because of the structure of symbolic objects, usual measures like Manhattan distance, Euclidean distance, Canberra distance or Minkowski metrics cannot be used. For symbolic data, other measures are defined.

There are five main types of dissimilarity measures for symbolic objects (Malerba et al., 2000; Chavent et al., 2003):
- Gowda, Krishna and Diday — mutual neighbourhood value, with no taxonomic variables implemented,
- Ichino and Yaguchi — dissimilarity measure based on operators of Cartesian join and Cartesian meet, which extend operators \( \cup \) (sum of sets) and \( \cap \) (product of sets) onto all data types represented in symbolic object,
- De Carvalho measures — extension of Ichino and Yaguchi measure based on a comparison function (CF), aggregation function (AF) and description potential of an object,
- Hausdorff distance (for symbolic objects containing intervals),
- \( L_1 \) distance (Bock and Diday 2000, pp. 302–304).
3. Clustering methods for symbolic data

Common problem in using classification algorithms for symbolic data is fact that for this kind of data due to theirs structure operations of adding, subtracting, multiplying, squaring, calculation of means or calculation of variance are not defined. Thus methods based on data matrices cannot be used, only methods based on distance matrices are applicable.

Among them most popular are:
Hierarchical aggregative clustering methods (Gordon, 1999, p. 79):
• Ward hierarchical clustering,
• single link hierarchical clustering,
• complete link hierarchical clustering,
• average link hierarchical clustering,
• Mcquitty (1966) hierarchical clustering,
• centroid hierarchical clustering.
Optimization methods:
• Partitioning around medoids, also called k-medoids method (Kaufman, Rousseeuw, 1990).

Algorithms developed for symbolic data (Chavent et al., 2003; Verde, 2004):
• Divisive clustering for symbolic objects (DIV),
• Clustering for symbolic object based on distance tables (DCLUST),
• Dynamic clustering for symbolic objects (SCLUST),
• Hierarchical & pyramidal clustering for symbolic objects (HiPYR).

Popular methods like k-means and related like Hard Competitive learning, Soft Competitive learning, Isodata and others cannot be used for symbolic data.

4. Cluster quality indexes

Over fifty internal cluster quality indexes are described in literature. Most of them can be arranged in three main groups (Weingessel, et al., 2003), for each group few well-known representatives are enumerated:
Indexes based on inertia (Sum of squares):
• Calviniski and Harabasz (1974) index (pseudo F-statistics),
• Hartigan index,
• Ratkovski index,
• Ball index,
• Krzanowski and Lai (1985) index.
Indexes based on scatter matrix:
- Scott index,
- Marriot index,
- Friedman index,
- Rubin index.

Indexes based on distance matrices:
- Silhouette (Rousseeuw, 1987; Kaufman and Rousseeuw, 1990),
- Baker and Hubert (Hubert, 1974; Baker and Hubert, 1975),
- Hubert and Levine (1976).

Different, relatively small, group are indexes dedicated only for symbolic data. Those indexes are (Verde, 2004):
- Inertia for symbolic objects,
- Homogenity index.

5. Clustering quality indexes – symbolic objects case

Figure 1 summarize usage of clustering quality index for symbolic objects. For those objects clustering methods based on data matrices cannot be used. If clustering algorithm is based on distance matrix then for validation based on inertia and indexes based on distance matrix can be used. If algorithm designed strictly for symbolic data is used then for validation indexes based on inertia and “symbolic” indexes are most appropriate.

Four paths of classification procedure may be distinguished for symbolic objects:
- Clustering procedure based on dissimilarity matrix, validation with cluster quality index based on inertia;
- Clustering procedure based on dissimilarity matrix, validation with cluster quality index based on dissimilarity/distance matrix;
- “Symbolic” clustering procedure, validation with cluster quality index based on inertia;
- “Symbolic” clustering procedure, validation with cluster quality index designed for symbolic data.
6. Comparison of clustering quality indexes in symbolic objects case – computational results

Many authors like Milligan and Cooper (1985) compared cluster quality indexes and suggested which of them represents real structure of data most adequate. No such comparison has been done for symbolic data yet and an attempt to do so has been made with use of computer program in R environment with symbolic DA library (written in R and C languages by author).

Twenty symbolic data sets with known class structure has been clustered, and compatibility measure for each index has been calculated according to
condition: “If best value of index is achieved for number of cluster corresponding to real structure of data set then compatibility measure is incremented”.

Three clustering algorithms has been used: Ward hierarchical clustering method, partitioning around medoids method and dynamical clustering for symbolic objects methods. For each algorithm compatibility measure has been calculated separately.

The following indexes has been compared:

- S - Silhouette index,
- G2 - Baker and Hubert index,
- G3 - Hubert and Levine index,
- F - Caliński and Harabasz index,
- H - Hartigan index,
- SI - inertia for symbolic objects.

Ichino and Yaguchi distance measure was used to calculate distance matrix. Results of the experiment are presented in tables 3-5.

Table 3

Comparison of cluster quality indexes for symbolic data – Ward hierarchical clustering

<table>
<thead>
<tr>
<th>Index</th>
<th>3 classes Successes (max 4)</th>
<th>4 classes Successes (max 5)</th>
<th>5 classes Successes (max 6)</th>
<th>7 classes Successes (max 5)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>G2</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>G3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>SI</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

Source: own research, calculations made in R environment with use of symbolicDA library.

For ward hierarchical clustering for symbolic objects Hubert and Levine (G3) and Baker Hubert and Hubert (G2) indexes most adequately represent real structure of data. Only Caliński and Harabasz index gives significantly good results and correlation between other indexes values and real class structure is at very low level.
Table 4

Comparison of cluster quality indexes for symbolic data – k-medoids algorithm

<table>
<thead>
<tr>
<th>Index</th>
<th>3 classes Successes (max 4)</th>
<th>4 classes Successes (max 5)</th>
<th>5 classes Successes (max 6)</th>
<th>7 classes Successes (max 5)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>G2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>G3</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>SI</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>9</td>
</tr>
</tbody>
</table>

Source: own research, calculations made in R environment with use of symbolicDA library.

For k-medoids algorithm for symbolic objects Hubert and Levine (G2), Baker and Hubert (G3) and symbolic inertia (SI) may be used to validate classification results.

Table 5

Comparison of cluster quality indexes for symbolic data – Dynamical clustering

<table>
<thead>
<tr>
<th>Index</th>
<th>3 classes Successes (max 4)</th>
<th>4 classes Successes (max 5)</th>
<th>5 classes Successes (max 6)</th>
<th>7 classes Successes (max 5)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>G2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>G3</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>SI</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: own research, calculations made in R environment with use of symbolicDA library.

And again for dynamical clustering for symbolic objects algorithm Hubert and Levine (G3) and Baker and Hubert (G3) indexes most adequately represent real structure of data. Table 6 shows summarized results of experiments. G2 and G3 indexes are significantly better than other indexes.
### Table 6

Comparison of cluster quality indexes for symbolic data – aggregated results

<table>
<thead>
<tr>
<th>Index</th>
<th>3 classes successes (max 12)</th>
<th>4 classes successes (max 15)</th>
<th>5 classes successes (max 18)</th>
<th>7 classes successes (max 15)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>G2</td>
<td>5</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>G3</td>
<td>11</td>
<td>5</td>
<td>15</td>
<td>3</td>
<td>34</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>H</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>SI</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>14</td>
</tr>
</tbody>
</table>

**Source:** own research, calculations made in R environment with use of symbolicDA library.

### 7. Final remarks

In this paper several cluster quality indexes were compared for symbolic data. Experiment showed that most adequate for this kind of data are Hubert and Levine and Baker and Hubert indexes.

Note that only one strictly “symbolic” index (e.g. symbolic inertia) has been taken into consideration. Currently new proposals are given (see for example Verde (2004) for symbolic homogeneity measure) so this comparison should be repeated when more indexes would be introduced in literature of this subject.
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