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LOWER BOUNDS OF A DETERMINANTAL EFFICIENCY MEASURE
FOR L~S ESTIMATORS e

1. INTRODUCTION

The main task of this paper is an analysis of the chosen ef-
ficiency lower bounds for least squares estimators (l-s estimat-
or‘:) of parameters of the linear model given by

(1) uon‘y(ﬁ“"“,s,v,xa,n.ko = k, n_=n, P -wn(xa,o))

(e}

where:

&% _ the set of (nxk) real matrices;

8 - a probability space, i.e. 8 = (U,¥,®) where U deno-
tes the sample space, F is a Borel Jd-field of U subsets, P
is a measure satisfying the condition ®P(U) =1, and. Y = X8 +
+Z; k,=rank (X), n, =rank (Q), YeS; zZes; x8 = gy),

Q= 3(y), Beﬁkn, xeR“""; k < n;

¢£,3, rank (A) - denote expectation, dispersion and rank oper=
ators;

P(y) = o (x8,Q) - denotes that the probability distribution
of Y is the n-dimensional normal distribution with £(Y) =X8,
and &(Y) = Q.

The definitions of the analytical form of bounds are taken
from Watson [6], Bloomfield, Watson ([2],
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.and Knott [3]. The analysis of the range of five effi-
ciency lower bounds is based on our own numerical results [4,
5]. The range of these bounds has been made dependent on the
form of matrix Q, wvalues of autocorrelation coefficient L
the sample size n and the number of parameters Kk.

2, CHAQ\C‘I'BRIZNI‘ION OF THE EFFICIENCY LOWER BOUNDS FOR L~S ESTIMATORS.
FORMS OF MATRIX Q

Lower bounds of infimum of the determinantal efficiency meas~-
ure also called "efficiency lower bounds” were derived for the
mode L Mo under constraint X’X = I. This constraint, 'accordlng
to the arguments given by Wa tson (6], Bloomfield,
Watson [2], and Andexson [1] (§ 10.2), does
not influence the lower bounds range. They are given by the fol-
lowing relations:

k
40,2
(2) inf eB(X.Q) ? 61(nokol-j) - ﬂ M n-'jﬂ 3
=1 (A5 ¥ Apogey)

4l'n'laj

3=1

(fj Ay * j'ﬁ 7‘n-:jn)z‘

(3) int eB(x.Q) by ez(n,k,aj) =

4 A
(4) inf en(x,,Q) > 03,(n.1j) = ——Al-—-!'——z.
(2, + &)
. ' W
(5) inf QB(X,Q)) 04(n.k.xj) = -————n—i ’
Yo : (x, + an)
4
(6) inf OB(X:Q) > es(n,k.xj) = % Z e
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where: inf ey (X,Q) = inf det(2(B))/det (A(B)) denotes infimum of
the determinantal efficiency measure of the estimator B =
= (X'%X)"'X’Y 4in relation to the most efficient estimator f =
= (x'0" %) 'x'0"'y as a function of X and Q. H(B), »(B) are
dispersion matrices of 8 and B. The analytical form of inf
OB(X.Q) as an exact function of n,k, and A. (where A. is s
eigen value of Q, "n" is the sample size, k is the number of
parameters in the model dko) is not known. We can yet define
some lower bounds for inf eb(X,Q). The values of these bounds
are the values of the functions ei(n, ,Aj),' VR B e e,
fined in the relations (2)-(6). The similar ranges of the
€41 ceas @y with respect to the values of n, o and the form of
matrix Q, on the one hand and the lack of the strong ar-
guments for preferring one of these bounds caused, that we
have treated the lower bound. e, as a mean representative of the
former bounds. This is why the bound eg will be the basis for
our further -analysis of the range of lower bounds of the de-
terminantal efficiency measure <(after describing the specific
properties of the bounds €4s vues e4). :

In the analysis we have taken into account the four' forms
of the matrix Q

a) variance-covariance matrix of the random component (sat-
isfying the first order autoregressive scheme) of thg fo;m

F‘ o 92 i ‘9“'1.1
<] 1 P oo 9n-2
ez e 1 oo Qn-a
(7) 2 .
Q1 = ¢ a . v e
Len-1 on=2 én-S SR S

b) variance-covariance matrix of the random component (sat-

c i ; 2
isfying the scheme 3, = p, T, , +py By o + Up; £y =Q: £%0°)

of the form
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1 h(1)p “rs h(n-l)g"'ﬂ
(&) o,=d*| - . . '
' nln=1)p™"! | Bln~2)p™ % Joi 3

where

%

k k

Z r+s" rf

- k ok = 1I k » k - *k -’

h(.)_:o x o' r r=1 r~2

i k2 '-1’2' awey n-1,2'2,3, “re
r .

r=0

-~

k(r) - coefficient satisfying recursive Fibonacci relation,

c) matrix 93 = dz(A;lﬁ)-‘. where A, has the form

.

ooy e B
Y Hiet F MR
(9) Ay = A (pep)=|=p -p 1 ... O],

-

d) matrix 94 = dz(A'zhz)-1. where A, has the form

00 0
-e 1 0 een 0
7 DR S s BRI O
(10) A, = Ap) = Rls Sk S

o.oo...;j

While generating Qi 1=1, ..., 4 it was assumed that Jd = 1,
This does not -change the generality of further results (due to
the properties of the determinants and the definition of aB(Xo.
Q)).
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3. ANALYSIS OF *THE RANGE OF EFFICIENCY LOWER BOUNDS FOR L-S ESTIMATORS
(THE CASE OF MODEL dﬁa)

Further analysis is based on the results of the numerical
Monte-Carlo experiments., They depend on:

- generation of the values p:ipl < 1 and matrix Q(p) ac-
cording to the definitions of the Qi' Lim Va4

- calculation (by the Jaccobi alagorithm) of eigen values -of
€each matrix Qi'

- calculation for each value of p,n,k and each matrix Qio

the values of the function e,, j =1, ..., 5, (n=8(2), 20,
k=1(1)s5, p =0.05(0.05) 0.99).
The experiments carried out in such a way gave us an op~

_Portunity not only to analyse the range of the efficiency lower

bounds for 1l-s estimator in relation to e.n,k and the form
of Q, but also to compare the analysed bounds.

3.1. Comparison of the bounds €11 _ssc1 ©g

The results of our experiments show that despite the same

. direction in the behaviour of the range of the bounds €1s csvs Bg

the increase of the value of the coefficient p and the change
of the form of the matrix @, i =1, ..., 4, cause some dif-
ferences in this range behaviour. The behaviour of the range of

“the bound e, deviates the most from the Dbehaviour of the range

of the bounds- e, &y, €, (when the values n,k and the form of
matrix Q are fixed and e is changed). This fact follows, among
Others, from a different definition of e,. The behaviour of the
range of the e, conditioned on the changes in e for Q‘, 92

differs substantially from the run of range of the e, for

Q. and 2, (see: Fig. ta, b).

It means (see: def. Q,, Q, and Q,, Q,) that there is
& considerable influence of the heteroscedasticity of the wmo-
del on the range of the e,. The bounds e, and e, are fun-
ct;onally related, 1.e.'e‘-=o3 5 and are equal only if k=1 (for
k = 1 the relation e, = e; = e, holds as well). The bound
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Fig. 1. The run of range of the ofﬂcimcy lower bounds 02 e, in dependence

onkandth.fomof a‘ (n-“)  .5
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e, has slightly smaller values which decrease further with the
increase in the ®'value of p for k > 1, in comparison with the
respective values of the ey, yet the bound e, (independently
of k) reaches the biggest values among €,r €5, €5, €4,

The further analysis (because of the similarity in the evo-
lution of the range of eg and €10 €y, €5, @, in other cases)
will be limited to the description of the behaviour of the range
of eg, taking into account the differences between the analysed
bounds in dependence on the levels of n, k, e and the form of

the matrix 521. v

3.2. The dependence of the behaviour of the range
of the efficiency lower bounds on the structure
of the matrix Q

The structure of the matrix Q 18 usually omitted in the in-
vestigations of the efficiency of the estimator B \1n the case
of the model dﬁo. Generally, it is assumed that the variance-
=covariance matrix is of the form 01 (such a form of matrix Q
is for instance ueed as the matrix of weights in the generaliz-
ed 1-s). The experiments carried out confirmed (on the studied
structures of Q ) that there are some differences in the va-.
lues of the lower bounds of the efficiency caused by the changes
in the structure of matrix Q (see: Fig. 1a, b). -

The biggest difference is between e, (20,2, Ay (Q‘(g)))and'
eg (20,2, 2y (Q;(p))) for p €(0.20, 0.35), i.e.

e5(20, 2,2,(Q,(p))) - ey (20, 2,2,(2;(p))) ~ 0.16.

The values of eg decline slightly (about 0.03 for p e (0.05,
0.30), and about 0.1 for p € (0.35, 0.55)) with the change of
the form of the variance-covariance matrix from Q1 to Qz;
It means a small influence of the change (from 1 to 2) of the
degree of the autoregressive process generating »St on the
values of the efficiency lower bounds in the case of n = 20
and k = 2, :
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3.3. The dependence of the efficiency lower bounds
on the number of the parameters Kk

The influence of the k on the behaviour of the range of
the efficiency lower bounds is, in comparison with the structu-
re of the matrix S, quite meapingful. As we stated in § 3.1

) o (12,k,2; (00N

1.000
0840 '
0680
0.520
Q@360

0.200

00wl o

v 4
0.840]
o680}
0.520
! ‘ 03607

0.200}

)

Y B e g o

0.09. a‘.'is . 025 @3 . 048 afs:_r' 8

; Piq. 2. Changes in the values of the efﬂcioncy lower bound 05 in dependence
on the number of the parameters k = 1, 3, § ks ; P
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Lsee also Fig. la, b) the magnitude of this influence depends on the
form of the lower bound. Besides these differences we can note
some regularity in the behaviour of the range of all lower
bounds. It is expressed in the behaviour of the eg. The results
of the experiments show a distinct decrease of the value of the
eg with the increase in k from 1 to 3 and the very small de~
crease of the value of the ey corresponding to the growth in
the number of parameters from 3 to 5 (see Fig. 2a, b). The magni-
tude of these changes is dependent on the structure of the
matrix Q (being greater for Q. and 9.4), i.e. ¥

eg(12, ‘1.23(91(3)')) - e5(12, 3,44(Q,(g))) =~ 0.19
while

eg(12, 1,4(23(e)) =~ eg(12, 3,25(Q3(g))) & 0.30

for pe (0.2, 0.5).

3.4. The influence of the sample size on the run of the range
of the efficiency lower bounds

The increase of the sample size n caused a slight decrease

of the values of the efficiency lower bounds, This decrease ap-
Pears slightly stronger in the case of the greater number of pa-
Fameters as well as matrices Q, and Q. and is the biggest
for p € (0,15, 0.45). Denoting

seg(es k,2,) = o(8, k,A @, (D)) - o5 (20, X,2,@ (@),
pe(o.15, o,is) we have
seg(+, 2,9, € (0.0677, 0. 6000,
deg (', 4_,(2{) ¢ (0.0744, 0.1442),
Qes( ‘" 2,9,) 'e (Q.ouo,_ o.qa'l_s).

beg(+, 4,2)) €(0.0734, 0,1584),

~
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Aes('. 2,94) € (0.0330, 0.0694),
deg(, 4,94) € (0.0803, 0.1318),

.The run of the range of °5(" 4,92) for n=8 and n = 20 is
given in the following Fig. 3.

ec(n 4,45 (R40))

0.800
ns8
mommnn e 20
06oo
0400
Q200
A . o e 2 -
00§ 01§ 0 0.3 046 (X1} f
9-1q. 3. The run of the range of e (8, 4,.13(.02(9))) and e, (20, 4, 1,
(2,00)) : 5

3.5. The dependence of the efficiency lower bounds ‘
on the values of the coefficient p

In § (3.1)-(3.4) we have given the analysis of the influence
_of the n,k and the form of the matrix Q on the shape of the

~run of the range of Bi¢ veey Og. All these factors changed the .
shape of the dependence of the efficiency lower bounds on the

‘value of p . Table 1 presents thé run of the range of e, (10,

3,13(9 ©)N) L1=1, ...y 5, Q-OOS(O 05) 0.55, 0.61 1n tho";

cauwhen n =10 and k= 3.
; It follows from it that the relmon 'y (10, 3y (Q1(e)))
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in P is straight~line relation with the direction coefficient
near unity. . )

Table 1

The values of the lower bounds ey, ..., @5 in dependence
on the values of e

[ o ) ot %4 v |
0.05 0.979651 0.928180 0.990838 0.972764 0.967858
0.10 0.921201 0.746880 0.963872 0.895485 0.881859
0.15 0.831857 0.529521 0.920610 0.780239 0.765557
0.20 0.721893 0.337525 0.863387 0.643602 0.641602
0.25 0.602622 0.197099 0.795134 0.502713 0.524392
0.30 0.484451 0,106975 0.719102 0.371854 0.420590
0.35 0.375500 0.054470 0.638600 0.260428, 0.332250
0.40 0.280958 0.026142 0.556749 | 0,172576 0.259100
0.45 0.203147 0.011834 0.476307 0.108059 0.199837
0.50 0.142060 0.005039 0,399548 0.063783 0.152600
0.55 0.096117 - 0.002006 0.328216 0.035357 0.115424
0.61 0.057556 0.000599 0.251445 0.015897 0.081374

It also results from Tab, 1 that the increase of [ in the
interval (0.05, 0.15) has small influence on the decrease of
the value of e; (10, 3,13(Ql(g))); it follows that the autocor-
relation of 0.05-0.15 has no real influence on the efficiency
of 1-s8 estimator.

4. FINAL REMARKS

In ;hé paper . (1n‘;ho range limited by the number of con~

~sidered levels of the values of n, k, p and forms of the matrix

Q) we present the anglysin of the run of the range of the ef-~

ficiency lower bounds of the l-s estimators. These results (see

also Fig. 4, ..., Fig. 13) can be easily translated into state-

ments (for empirical and theoretical research works) concerning '
the estimate of the probable losses in efficiency of 1-8 eltima-,j

tor in the case ot the model with autocorrelaticn.
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DOLNE OGRANICZENIA WYZNACZNIKOWEJ MIARY EFEXTYWNOSCI
DLA ESTYMATOROW M.N.K. z

Celem artykulu jest analiza przebiegu zmiennosci pigciu dolnych ograni-
czed wyznacznikowe) miary ngektyuno‘ci estymatora metody najmniejszych kwadra-
téw parametrdw ogdlnego modelu liniowego 2z autokorelacjg, Opierajac sig na
wiasnych wynikach numerycznych, zbadano zaleznoéé przebiegu zmiennogci tych o-
graniczeh od czterech postaci nicietzy {1 dyspersji sktadnikdw losowych, war-
toéci wspdéczynnika autokorelacji p e (-1.1), liczebnosci prébki n, liczby
parametrdw k, pigciu postaci analitycznych dolnych ograniczen. czgié wyni-
kdw podano w formie wykresdw. Otrzymane wyniki mozna wykorzystaé do oceny ma-
ksymalnych gérnych ograniczeih strat na efektywnosci estymatora m.n.k. W przy-
padku rdin}ch schematdw autckorelacii.



