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ON SOME ROBUST AGAINST OUTLIERS PREDICTOR
OF THE TOTAL VALUE IN SMALL DOMAIN

Abstract The problem of prediction of the total value in a domain based on simple
regression superpopulation model (with one auxiliary variable and no intercept) is considered.
The problem of robust estimation against outliers of regression function’s parameter is shown.
The presented robust estimator is median value of gradients of all straight lines each
determined by the origin and one of n points (x, y), where n is sample size, y - the variable
of interest and x - auxiliary variable. This estimator is simplified form of the estimator
presented by H. Theil (1979). The equation of the mean square error of the robust
predictor based on the robust estimator of regression’s parameter is derived for asymptotic
assumptions. The best linear predictor based on the considered superpopulation model is
presented. The equation of mean square error of the BLU predictor is derived. The accuracy
of these predictors is compared for the assumption of normal distribution of variables of
interest.

Key words: small area statistics, model approach, robust estimation.

1. INTRODUCTION

In survey sampling, including small area statistics, two approaches are
considered - random and model approach. There is also a problem of
robust estimation, extremely important in respect of practical aspects of
sample surveys especially supported by model approach. The reason is,
that the statistician in the case of model approach must assume some
superpopulation model and estimate its parameters. In this paper, some
robust predictor of total value in domain will be proposed, and it will be
compared with BLU predictor for assumed, presented below, superpopula-
tion model. Robustness is considered in the context of the presence of
outliers.
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2. SUPERPOPULATION MODEL

Following considerations are based on simple regression model
assumed for the entire population. It is assumed, that values of
auxiliary variable arc known for all elements of the population. With
regard to £ distribution describing superpopulation model it is assumed,

that ¥, Yn are independent and ¥, = w + H, Hi = E<(Y,) = Bxh Efle,) = 0,
of = D2(yf) = D"e,) = cr2y(x,), where #,02 are unknown and x if xN are
known for every i (i=I,..., N). In following consideration it will be

additionally assumed, that v(x,) = xf.

3. CONSTRUCTION OK PREDICTOR

Considerations are conducted for any sample design. It is assumed, that
the sample s is drawn from the entire population by sample design P(S)
with first order inclusion probabilities nt, where i= 1, N. For any
sample s with size n drawn from population e with size N, 1= Su§,
where 3 denotes elements of the population, which were not drawn to the
sample. Let Sd—SnCld, where the d-th domain is denoted by ed. The size
of Sd equals nd (random variable) and the size of ed equals Nd. The set of
elements of populations which belong to d-th domain ed could be written
as Qd= SduSd, where Sd denotes elements of the d-th domain, which were
not drawn to the sample.

In following considerations notations presented below will be used.
Gradients of all straight lines, each determined by the origin and one of
n points (X, y), where n is sample size, y - the value of the variable of
interest and x - the value of auxiliary variable, are considered:

d)

where i= 1, ..., n.
Based on assumed superpopulation model it is known, that:

EA) =1
(2



Let us discuss two predictors of the total value in the domain:

T\st - ndYSI+ bu Y, xi (3

where:

where:
b2 = Me{/i} (5)

The estimator b2, is the median of a sequence of random variables
{lij, ha}. It is particular form of the estimator considered by H. Theil
(1979). Let us note that the estimator b2S is robust against possible outliers.
From the theorem presented by R. M. Roy all (1976) it is known, that
TISi statistic is BLU predictor for assumed in section one superpopulation
model. It means, that it is £ - unbiased predictor of the total value in

small area Yd= £ Yt and it minimises £ - variance for assumed super-

population model.

Let us additionally assume that random variables e(, t= 1, ..., N has
continues distributions with different variances. Hence, from the equation
(2) it is known, that {ht, ..., hs} are sequence of independent random

variables with the same distributions given by density function /(.) with the
same expected values and variances. Finally, from known results on
distributions of sample quantiles (e.g. Fisz 1976) it results, that b2S is
consistent estimator of B and for large sample size b2S statistic is well
approximated by normal distribution with following parameters

4. MEAN SQUARE ERROR (MSE) OF PREDICTION

First, the mean square error of T 1S statistic (given by the equation (3))
will be analysed assuming, that superpopulation model GR is true. From
Royall theorem (Royall 1979) it results, that



E{EpP(I 15 - Ya)2=°2z\ Ep(z*<2l +CT2Ep(1>°) 6)
n \lesSt Vics,

Sccond, mean square error of T2St statistic (given by equation (4)) will
be analysed assuming, that superpopulation model GR is true. Let us notice,
that because of parameters of asymptotic distribution of b2S, for large
sample size Ei(b2S)&R"' Hence it is easy to prove, that predictor T2Si is
approximately £ - unbiased predictor of the total value in small domain:

ZN+ Nz -1ly -£y, =
_lest ieS, ie0j J Ues, leSj les, le.1,
r2s E xi— E"lI—E<("25)EXI~Ef |)~BEXI~[3Ex.:
ieS, ieSj J leg, |e Sd

Y

The mean square error of predictor T2Si for noninformative sample
design is as follows:

EtEQTS - vd2 =E, Et(£ Y, +hs £X,- Ey) =

\leSé ieSi iefiij J
= EpEI(b2SY xi- Y yX =EpEi(h2iYJx - 'Y - J> + =
V  lesd ies4 J \'  ieSd ieS, les, ieSt J
tasi*!- Ein) +(1 vi- I n? ZYEZ)« E4 Evi- Xn)
A leSt ieS, | \ieSd ieSj leS, leS, J\leS4 ieSa /.

because b2S i £ Y, are independent random variables, we receive:
ieSi

=EAsZx,-1ally -1 ~hlb-1fik™~1ZY r Eft)=0
V. ieSt  leSj /\ieSj ieSj | \  ieSj  ieSj ) Vies, ies, /
and then:

EIEp(T2Si-Y d)2 = EpEi (me’\-Eaz +(e y< E/

ie ieSd eS* ieSg

= EpE{ fo|] (bs-g)2+H Z vi- Zn)

AieSj \ieSj ieS,



2
= E, £*< MSE{b+ iDjiY,) =

2
:E,,{(EX, M SE~”™ +7MZx?

where MSE<.(/>2s) —D2(h2S) + E*(b2S) —R)24 D2(b2S)

In particular, if random variables ¥, have normal distributions, then

Let us compare mean square errors of both predictors assuming, that
Y, have normal distributions. One should remember, that outliers can occur
in the sample because of some disturbances in distribution or errors
connected with data edition. This situation can imply significant bias of
estimates in the case of usage of non-robust predictor. But there is also
problem of a value of the difference of robust predictor and BLU predictor’s
mean square errors. It equals:

This difference is positive. Therefore the BLU predictor is more accurate
than the robust one. The difference is of order 0(n-1). It means, that it
decreases due to the increase of sample size. Hence in large samples the
accuracy of both predictors is similar but T2d is additionally robust. It
should be noticed, that the difference (8) is the smaller, the smaller is
P - expected value of the total value of auxiliary variable for non-sampled
small domain’s elements. Proposed predictor should give good results for
sample design proportional to the total value of auxiliary variable executed
by i.e. Lahiri sampling scheme.



5. CONCLUSION

Summing up, wc would like to state, that by analogy one can receive
similar results assuming different supcrpopulation models for domains or
strata, but one cannot forget, that asymptotic conditions must be met to
use distribution parameters of discussed regression coefficient. Although
possibility of usage of the predictor can be seemed as limited, its strong
advantages must be underlined. It should be stressed, that robust predictors
different from presented predictor one can find in the book of R. Valliant,
et al. (2000). Their idea is based on the proposal of excluding information
on outliers for estimation purposes. This approach requires subjective
assessment, which of sampled elements are outliers. The construction of the
predictor proposed in this paper does not require to take such a subjective
decision.
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o PEWNYM ODPORNYM NA WARTOSCI ODDALONE
PREDYKTORZE WARTOSCI GLOBALNEJ W MALYM OBSZARZE

Rozwazany jest problem predykcji wartosd globalnej w domenie przy zatozeniu prostego
modelu regresyjnego nadpopulacji (model regresyjny z jedng zmienng objasniajaca i bez stalej).
Podjety zostaje problem odpornej na wartosci oddalone estymacji parametru funkcji regresji.
Zaprezentowany estymator parametru funkcji regresji jest mediang wszystkich wspétczynnikéw
kierunkowych prostych przechodzacych przez poczatek uktadu wspétrzednych i jeden z n punktéw
(X, y), gdzie n oznacza liczebno$¢ préby, x - zmienng dodatkowg, a y - zmienna badang.
Estymator ten jest uproszczong forma estymatora prezentowanego w: H. Theil (1979).



Autorzy przy asymptotycznych zatozeniach wyprowadzaja wzér na biad S$redniokwadratowy
predykcji rozwazanego predyktora odpornego. Przedstawiony zostaje takze predyktor typu
DLU dla zaktadanego modelu nadpopulacji wraz z bledem $redniokwadratowym predykcji.

Doktadnos$¢ obu predyktoréw zostaje poréwnana przy zatozeniu normalnosci rozktadu badanych
zmiennych losowych.



