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COMBINING DIFFERENT TYPES OF CLASSIFIERS

ABSTRACT. Model fusion has proved to be a very successful strategy for obtain-
ing accurate models in classification and regression. The key issue, however, is the di-
versity of the component classifiers because classification error of an ensemble depends
on the correlation between its members.

The majority of existing ensemble methods combine the same type of models, e.g.
trees. In order to promote the diversity of the ensemble members, we propose to aggre-
gate classifiers of different types, because they can partition the same classification
space in very different ways (e.g. trees, neural networks and SVMs).
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I. INTRODUCTION

Fusion of classification models is commonly used in classification in order
to improve classification accuracy. In this approach K component (base) mod-

els C,(x),..., Co-ix) are combined into one global model (ensemble) C*(x),

for example using majority voting:
C*(x) =argmax{ £ *,/(C*(x) = j>)J. Q)

Turner i Ghosh (1996) proved that the classification error of the ensemble
C* (x) depends on the diversity of the ensemble members. In other words, the
higher diversity of component models, the lower classification error of the com-
bined model.
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The high accuracy of the classifier ensemble C*(x) is achieved if the

members of the ensemble are “weak” and diverse. The term “weak” refers to
classifiers that have high variance, e.g. classification trees, nearest neighbors,
and neural nets.

Diversity among classifiers means that they are different from each other,
i.e. they misclassify different examples. This is obtained by using different train-
ing subsets, assigning different weights to instances or selecting different subsets
of features (subspaces).

Several variants of aggregation methods have been developed so far. They
differ in two aspects: the way the subsets to train component classifiers are
formed and the method the base classifiers are combined. Generally, there are
three approaches have been developed to obtain diversity among component
models:

» Manipulating training examples, e.g. Bagging (Breiman, 1996); Boosting
(Freund and Shapire, 1997) and Arcing (Breiman, 1998).

» Manipulating input features: Random subspaces (Ho, 1998); Random split
selection (Amit and Geman, 1997), Randomforests (Breiman, 2001).

» Manipulating output values: Adaptive bagging (Breiman, 1999); Error-
correcting output coding (Dietterich and Bakiri, 1995).

Il. BASE CLASSIFIERS

Existing ensemble methods combine the same type of models built for dif-
ferent subsets of observations, e.g. RandomForest developed by Breiman (2001),
or different subsets of features, e.g. Feature Subspaces developed by Ho (1998).
In order to improve the diversity of the ensemble members, we proposed to fuse
classifiers of different types.

We used 6 types of classifiers.

* K -Nearest Neighbors,

* Linear Discriminants:

= E'V, )

and Quadratic Discriminants:
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for the j -th class.



e Classification Trees:

[(x) =Ja*/(xel?*), 4)
k=\

where are disjoint regions in the feature space
[(xe”) =fl/(v';">SAr,iv* ).
* Neural Networks with one hidden layer:
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where z =[z1,22,z3,...,zw] is a set of variables in the hidden layer:

M. =h woffl+r Z w- x« (6)
= Y

and h is an activation function. We chosen the sigmoid function

to activate the neurons.

h(u)
1+ exp(-w)

Support Vector Machines (SVM):

J(x)= Y jIsyK (x>'x)+ 0 * (7)

where V= {(x,,,),...,(xs,ys)} is the set of support vectors and

K(u, v) =exp(-/]ju —v||2) is the Gaussian kernel function.



I1l. CLASSIFICATION OF EUROPEAN COUNTRIES

In order to compare the accuracy of the two types of ensembles we per-
formed the classification of European countries based on the World Bank data
and the AMECO database.

The World Bank classifies economies based on the gross national income
(GNI) per capitalto one of four classes:

* H - high income ($10,726 and more),

* UM - upper middle income ($3,466-$ 10,725),

* LM - low middle income ($876-$3,465),

e L- low income ($875 or less).

This was the true class for each country in the training set.

The AMECO database is the annual macro-economic database of the Euro-
pean Commission's Directorate General for Economic and Financial Affairs. It
contains data for EU-25, the euro area, EU Member States, candidate countries
and other OECD countries (United States, Japan, Canada, Switzerland, Norway,
Iceland, Mexico, Korea, Australia and New Zealand).

The database contains a selection of about 700 variables, e.g. Gross Savings,
Final Consumption Expenditure of General Government, Exports of Goods and
Services, Imports of Goods and Services, Unemployment Rate, etc.

We have collected 780 observations in the training set:

» 15 countries (old EU-15 members) observed in the years 1970-2005.

* 14 countries (10 new EU-25 members and 4 candidate countries: Bul-
garia, Romania, Turkey, Croatia) observed in the years 1991-2005.

In order to classify the European countries we started with single classifica-
tion models, and Figure 1 shows how they divide the classification space. We
used the 10-fold cross-validation to assess their performance and the estimated
classification errors are presented in the table 1.

Then we combined classifiers of the same type using bagging, boosting and
random subspace method. Their errors are presented in Table 1

Table 1
Classification errors for different combining methods
Method 3NN LA aA Tree NHet SUI1
Single model (CV) 2> IZI1RNo 2X26R0 17406 15320 192196
Bagging 2800 X440 21920 1231%6 1330 184520
Boosting 25»o6 21595306 20320 13120 12730 176326
Random Subspace 12219 2926 1WOIFP6 I22ZRo 1N&Ro I7H8o

" www.worldbank.org/Home/Data/CountryClassification.


http://www.worldbank.org/Home/Data/CountryClassification
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Figure 1 Partition of the classification space by 3-nearest neighbors,
trees, neural nets and SVMs

Then we combined classification models of different types using majority
voting (1) and we observed significant improvement of the classification accu-
racy. The results are shown in table 2. We have pruned trees, while NNets and
SVMs have been tuned over supplied parameter ranges with the ,,tune function

from the e1071 library in the package R

Table 2
Classification errors for combining different models

Error
11.54%

Ensemble

6 models
60 models 10.28%



In the second experiment we created 60 ensemble members as 10 classifiers
of each type, changing their parameters, e.g. the parameter ,k” for the
K -Nearest Neighbors, size of the Classification Trees, the number of neurons in
the hidden layer for Neural Networks, etc.

IV. CONCLUSIONS

In our experiments we have combined classifiers of different types, i.e. Lin-
ear and Quadratic Classifiers, Trees, Neural Networks, SVM models and Nearest
Neighbors. Then we compared their performance with the ensembles formed
using the standard fusion methods like bagging or boosting.

The obtained results showed that ensembles of classifiers of different types
outperformed those of the same type. They are more accurate because the mem-
bers of the ensemble are diverse and divide the classification space in very dif-
ferent way.

This approach can be used in difficult domains, e.g. in economics, pattern
recognition, medicine, etc.
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Eugeniusz Gatncir
L ACZENIE ROZNYCH RODZAJOW MODELI DYSKRYMINACYJINYCH

t aczenie modeli okazato sie by¢ bardzo efektywng strategig poprawy jakosci pre-
dykcji modeli dyskryminacyjnych. Kluczowym zagadnieniem, jak wynika z twierdzenia
Turnera i Ghosha (1996), jest jednak stopien réznorodnos$ci agregowanych modeli, tzn.
im wieksza korelacja miedzy wynikami klasyfikacji tych modeli, tym wiekszy btad.

W iegkszo$¢ znanych metod tgczenia modeli, np. RandomForest zaproponowany
przez Breimana (2001), agreguje modele tego samego typu w réznych przestrzeniach
cech. Aby zwiekszy¢ réznice miedzy pojedynczymi modelami, w referacie zapropo-
nowano tgczenie modeli réznych typdéw, ktére zostaly zbudowane w tej samej przestr-
zeni zmiennych (np. drzewa klasyfikacyjne i modele SVM).

W eksperymentach wykorzystano 5 klas modeli: liniowe i kwadratowe modele dys-
kryminacyjne, drzewa klasyfikacyjne, sieci neuronowe, oraz modele zbudowane za
pomocg metody £-najblizszych sasiadéw (k-NN) i metody wektoréw nosnych (SVM).

Uzyskane rezultaty pokazuja, ze modele zagregowane powstate w wyniku taczenia
réznych modeli sg bardziej doktadne niz gdy modele sktadowe sg tego samego typu.



