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EVALUATION OF THE PROBABILITY CONTENT AS AN INFINITE
LINEAR COMBINATION OF WISIIART DISTRIBUTIONS

Abstract. The distribution function of the homogeneous generalized quadratic form
is represented as an infinite linear combination of the central Wishart distribution
functions. The Probability content of the ellipsoid is expressed as an infinite linear
combination of the probability contents of spheres, under a central spherical multivariate
normal distributions with unit variance, covariance matrix.

1 INTRODUCTION

Let Xj, x2, ..., X, be p-dimensional random vectors. Then a generalized
homogeneous quadratic form is defined as

I'I
£ w ; = X'AX, 1)
i=l

where X' is pxn random matrix whose columns are Xj, X, and A is

a real diagonal nx n matrix of constants whose diagonal elements are

denoted by au an. We shall assume for convenience, without loss of

generality, that 0 <at”a2”... » an. When p= 1, X'AX reduces to a single

n
homogeneous quadratic form and it is equal to £ atxf.
i=i
For such single homogeneous and non-homogeneous quadratic functions
of normal variables Ruben (1962) expressed the distribution function as
an infinite linear combination of chi-square distribution functions with

arbitrary scale parameter. This result was used by Rajagopalan and
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Broemeling (1983) to find as approximations to the posterior distributions
of variances components in univariate mixed linear model. lo solve the
above problem in multivariate case (see Jelenkowska, Press, 1995)
we need the results of this paper.

In this paper we shall find the distribution function of generalized
homogeneous non-negative quadratic form of a finite number of correlated
normal random variables. This distribution will be expressed as an infinite
linear combination of Wishart distribution functions with arbitrary scale
parameter.

2. DEFINITIONS AND PRELIMINARY LEMMAS
Let M be a matrix whose rows are pu u,, where pt = E(x,),
nxp p X1

i= 1, ..., nand cov(Xj, Xj) = £. Assume

X, ~N(//,, £), i= 1, n, I >0 and symmetric (2)
px 1

Then

X ~N(M, 1,®L).

nxp

The distribution (2) may be standardized by the transformation

u, = E 2(xi-ni.

That is
u,~N(o, Ip)
and
U~N(o, I, ® Ip).
Let

K= {U: UAUATY,

T >0, pxp, symmetric matrix and

HUD = (2n) Nexpi-1tru'ujdu=pP ~ t <T] 3



If U and T arc symmetric matrices, T > U means that T —U is nonnegative

definite. On replacing U = /1 2Z in (3), we obtain

HKAT) = (2n)~5111 {cxpi- ~rZ'A-1zJ3dZ (4)

where
R* = {Z: 2'Z2<T}.

Let Fn() denote the nonsingular p-dimcnsional Wishart distribution with
scale matrix Ip and n degrees of freedom, p<n, i.e.

W )=p
J=i J
so that
FJJ) = y_1X|T]A" " ‘exp f-2uT)iiT> T>o0 (5)
T

and F,(T) = 0 otherwise, where y is a numerical constant defined as
"PtILi) P /«4-1 _ A
- 22- *p-p H -
Then
FJJ = T) (6)

where | is the unit n x n dimensional matrix. n

We shall show, that the distribution function of £ fljlUyj may be
i=i
expressed as a linear combination of infinitely many Wishart distribution
functions, i.e.

HRA(T= 1cf +2/-7) (7)
)=0 \a>

where Cj = Cj,,;Alcu), and co is an arbitrary positive constant. Generating
functions for the coefficients Cj will be derived.



Now we shall define the norm of matrix U as

IUIY = | Ui (S)

Let L = (1, , l,, ) be a matrix for that LL = | (orthogonal matrix).
pxn pxl pxl
If L is a uniformly distributed on Q, E<D(L) will be written as M - operator

Af<D(L). If £<1>j(L) converges uniformly on T, we note that
j=o

ME ®/L) = £ MO/L) 9)
i=0 J=0

Next we adopt the convention that M®(b) will be written as M® and
E®(1!) as E®. Thus the argument of ® will be L if the expectation operator
is M and U if the expectation operator is E. We shall also define that
L is induced by U if L= U|U]l_1 for UrO, we say that U has centered
spherical distribution if the distribution of PU is the same as that of U for
every orthogonal matrix P. Immediately from the above definition it
follows that: If U has a centered spherical distribution and L is induced
by U, then L and |U |are independent. L is uniformly distributed on Q.

Lemma 1. If U has a centered spherical distribution, L is induced by
U, ®(n) is a generalized homogeneous quadratic form of degree k and
£ Ion I <oo0, then

£O (M) = £ DU IKMP (b) (10)

Proof. Using property of homogeneous function and independence of
L and llU Iwe have

Ed(n) = E[®(IIU IL)] = E[ U Ikd(L] = E[| U |KED(b).

E®(E) can be replaced by M®(1.) since L is uniformly distributed on Q.
It yields the result.

Lemma 2. If the matrix U: nx p has a multivariate standardized
spherical normal distribution then



M® =

-1P
Proof. The density function of U is p(U) = (2«)
Let

L L]
2expj - M"truu >

\

= £uiy
1=1
Then
ENNU]I“= £]V | = CJ |V|5(+"~p"Dexp (-JtrvWw
k>0 (2 j
where
eLizA) p [/,xi_n\
- nr(5xH}
Since
5 |Vf§("+*'l'])exp<f—K{rvawz 2 2 ni*L,‘A)F[r In+kxlzr
V>0 r=i\
we obtain

2% 11r (ixA+JjIT)
E|U||* —- /1

Using (10) in (11) the lemma is proved.



3. MAIN RESULTS

In this section we prove the following fundamental theorem:
Theorem 1. The distribution function of the homogeneous generalized

quadratic form (3) is represented as an infinite linear combination of central
Wishart distribution functions, i.e.

where at is an arbitrary positive constant,

391 '%E[-(trQ)']

(13)

and

Proof. Let

Z=A2X and Z = lZIIL

Then



Denoting by

Q=QL)=L'(a-1-"1L (15)

we can expand expj —AtrQ||Z||2 as a power series in ||Z]], i.e.

exp {- 1tré lZ 1121 £ (- D"(- trQYI1Zmm! (16)
1 Z J m=o
Using (9) we can write

M7exp~ - 2trBANZ 120 = £ (- 1)"M[ - (trofi] IZ 1¢/m!

By symmetry for odd m
MA2A-(trQ)iJ =0 m=1, 3, ..
and (16) reduces to
MAexp(-~troN)||1Z ]2 ~ £ M [- (trfiv]Z 12Y(2j)! 17)

Next, using Lemma 2 wc obtain

(18)
Putting (18) in (14)

hut)-[A ~r (?2)ar (~)]-ixfvL A

n " 2tf- ZZ}"Z|I'tV iz 19)



The result follows by noting that

rnizr-'"-=xP{-1,r>z2'2» =1J*~n~ _r(~>)F ,2(IT).

Theorem 1 represents the distribution function of the homogeneous
generalized quadratic form in terms of central Wishart distribution functions.
The scries in (12) converges uniformly on every finite matrix space of
T for each t6>0. In Addition to the formula (13) for G of Theorem 1
explicit formulae is expressed as the expectation of a certain homogeneous
function of degree 2j in independent standardized normal variables x,, ..., X,,.
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