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EVA LUATIO N  O F T H E  PRO BA BILITY C O N TEN T AS AN IN FIN IT E  
LINEAR C O M B IN A TIO N  O F  W ISIIA R T D IST R IB U T IO N S

Abstract. The distribution function of the homogeneous generalized quadratic form 
is represented as an infinite linear combination of the central Wishart distribution 
functions. The Probability content of the ellipsoid is expressed as an infinite linear 
combination of the probability contents of spheres, under a central spherical multivariate 
normal distributions with unit variance, covariance matrix.

1. INTRODUCTION

Let Xj, x 2, ..., x„ be p-dimensional random  vectors. Then a generalized 
hom ogeneous quadratic form is defined as

П
£ w ;  =  X ' AX, (1)

i = l

where X' is p x n  random  m atrix whose colum ns are Xj, x„ and A is 
a real diagonal n x  n m atrix  o f constants whose diagonal elem ents are 
denoted by a u an. We shall assume for convenience, w ithout loss o f 
generality, tha t 0 < a t ^ a 2 ^ . . .  ^  an. W hen p =  1, X'AX reduces to  a  single

n
hom ogeneous quadratic form and it is equal to £  atx f .

i= i
F o r such single hom ogeneous and non-hom ogeneous quadratic  functions 

o f  norm al variables R u b e n  (1962) expressed the distribution function as 
an infinite linear com bination o f chi-square distribution functions with 
a rb itrary  scale param eter. This result was used by R a j a g o p a l a n  and
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B r o e m e l i n g  (1983) to  find as approximations to the posterior distributions 
o f variances com ponents in univariate mixed linear model. I о solve the 
above problem  in m ultivariate case (see J e l e n k o w s k a ,  P r e s s ,  1995) 
we need the results o f this paper.

In this paper we shall find the distribution function o f generalized 
hom ogeneous non-negative quadratic  form o f a finite num ber of correlated 
norm al random  variables. This distribution will be expressed as an infinite 
linear com bination o f W ishart distribution functions with arb itrary  scale 
param eter.

2. DEFINITIONS AND PRELIMINARY LEMMAS 

Let M be a m atrix  whose rows are p'u  ц'„ where p t =  E(x,),
Л x  p p  X 1

i =  l ,  ..., n and cov(Xj, Xj) =  £ . Assume

x, ~ N ( //„  £ ) , i =  1 , n, l > 0  and symmetric (2)
p x  1

Then

X ~ N (M , I„ ® L ).
n X  p

The distribution (2) m ay be standardized by the transform ation

u, =  E 2(xi - n i).

T h at is
u , ~ N ( 0 , I p)

and
U ~ N ( 0 , I „ ® l p).

Let

K =  {U: U 'A U ^ T } ,

T > 0 , p x p ,  symmetric m atrix  and

H U D  = (2n) ^Jexpi- 1  tru 'u jd u  = P ^ t < T]  (3)



I f  U and T  arc symmetric m atrices, T  >  U m eans th a t T  — U is nonnegative 

definite. On replacing U =  Л 2Z in (3), we obtain

H K;A(T ) =  (2л )~51Л I Í  c x p i -  ^ trZ 'A  - 1Z  JdZ (4)

where

R* = {Z: Z 'Z < T } .

Let Fn( ) denote the nonsingular p-dimcnsional W ishart distribution with 
scale m atrix  Ip and n degrees o f  freedom, p < n ,  i.e.

J = i  J
W )  =  P

so that

F J J )  =  y _ 1X |T |^" " ‘,cxp f - 2trT ) ííT’ T > 0  (5)
T

and F„(T) =  0 otherwise, where у is a numerical constant defined as

"P tíJ Ľ i) P / «4-1 _  A

- 22- * д - р Н -
Then

F J J  = T ) (6)

where I is the unit n x n dim ensional matrix.
П

We shall show, tha t the d istribu tion  function o f  £  fljUjUj m ay  be
i= i

expressed as a linear com bination o f infinitely m any W ishart d istribution  
functions, i.e.

Hn,A ( T =  1 с Д + 2/ - т )  (7)
)=0 \a>

where Cj = Cj„:A(cu), and со is an arbitrary  positive constant. G enerating 
functions for the coefficients Cj will be derived.



Now we shall define the norm  o f m atrix U as

IUI! = I  Ui«'i
/ = i

(S)

Let Ľ  =  ( I, , I„ ) be a m atrix  for that Ľ L  =  I (orthogonal m atrix).
p x n  p x l  p x l

If  L is a uniformly distributed on Q, E<D(L) will be written as M -  operator
00

Af<D(L). If  £<1>j(L) converges uniformly on П, we note that 
j=о

M  £  Ф/ L )  =  £  МФ/ L )  (9)
j =0 J =0

Next we adopt the convention that МФ(Ь)  will be w ritten as МФ and 
ЕФ(1!) as ЕФ. Thus the argum ent o f Ф will be L  if the expectation operator 
is M and U if the expectation operator is E. We shall also define that 
L is induced by U if L =  U | |U ||_1 for U ^ O ,  we say that U has centered 
spherical distribution if the distribution o f PU  is the same as that of U for 
every o rthogonal m atrix  P. Im m ediately from  the above defin ition  it 
follows that: If  U has a centered spherical distribution and L is induced 
by U, then L and || U || are independent. L is uniform ly distributed on Q.

Lemma 1. If  U has a centered spherical distribution, L  is induced by 
U, Ф (и) is a generalized hom ogeneous quadratic form of degree к and
£  II Ф и II < o o ,  then

£Ф (и ) =  £  D U II кМФ(Ь)  (10)

Proof. Using property o f hom ogeneous function and independence of 
L and IIU II we have

ЕФ (и) =  Е[Ф( IIU II L)] =  E[ IIU II кФ(Ц]  =  E[ || U  || к]ЕФ(Ь).

ЕФ(Е) can be replaced by МФ(1.) since L  is uniformly distributed on Q. 
I t yields the result.

Lemma 2. I f  the m atrix  U: n x  p  has a m ultivariate  standardized 
spherical norm al distribution then



M  Ф =

- I P  f  ] ■)
Proof. The density function o f U is p(U) =  (2 k )  2expj -  ^ trU U  >. 

Let

v  =  £ u iU;
1=1

Then

where

£ | | U | | ‘ =  £ | V | ‘ =  C J |V |5 (‘ +"~p" 1)e x p ( - J t r v W
k>o (. 2 j

eLizA) p / „ ± i _ r\
• n r ( 5 ± H }

Since

f IVI2(" + * - ' - 1) f Кггл  ж/ i*ĽA-) Л . /n  +  k + l - rJ IV|2 exp< — trVdV =  2 2 n “ Г [г ------- -̂----
v>o r = i  \  2

we obtain

2*‘ 1 1  r  ( í ± A ± J j l T )
E |U || ‘ ----- Л -------

Using (10) in (11) the lemma is proved.



3. MAIN RESULTS

In this section we prove the following fundam ental theorem:
Theorem 1. The distribution function o f the hom ogeneous generalized 

quadratic  form (3) is represented as an infinite linear com bination o f central 
W ishart distribution functions, i.e.

where at is an arbitrary  positive constant,

2 +J - 1 
" 2 IAI 2 E [ - ( t r Q ) ']

(13)

and

Proof. Let

Z =  A 2 X and Z  =  IIZ IIL.

Then



D enoting by

Q =  Q(L) =  L ' ( a - 1 - ^ L  (15)

we can expand exp j —  ̂trQ || Z || 2| as a power series in | |Z | | ,  i.e.

exp { -  1 t r ö  IIZ II21 =  £  ( -  1)"( -  t rQ Ý II Z m/m! (16)
I Z J m = 0

Using (9) we can write

M ^exp ^  -  2 t r ß ^  IIZ II2 J  =  £  ( -  1 )"M[ -  ( t ro fi]  IIZ II “ /m!

By symmetry for odd m

M ^ - ( t r Q ) i J  =  0 m =  1, 3, ...

and (16) reduces to

M^exp( -^ tr ö ^ ) | |Z | |2J ^  £  M [ - (trfiV ] IIZ II2J/(2j')! (17)

Next, using Lemma 2 wc obtain

(18)

Putting (18) in (14)

©
h u t ) - [ Ä ^ r ( ? ) ň r ( ^ ) ] - i x f v L  Д

■ "  2 t f -  Z Z }  " Z | l ' ł V ‘ ‘iZ  (19)



The result follows by noting that

r n i z r - ' - =xP { - l , r > Z ' Z ^  =  Í J * ^ ^ . r ( ^ > ) F „ 2/ ( Í T ) .

Theorem  1 represents the distribution function o f the hom ogeneous 
generalized quadratic form in terms of central W ishart distribution functions.

The scries in (12) converges uniformly on every finite m atrix space o f 
T  for each t ö > 0 . In A ddition to the form ula (13) for Cj o f  Theorem  1 
explicit form ulae is expressed as the expectation o f a certain hom ogeneous 
function o f degree 2j in independent standardized norm al variables x ,, ..., x„.
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