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Abstract 

The aim of this paper is to evaluate the symmetry of demand and supply shocks affecting 

Polish voievodships and to assess the risk of asymmetric shocks in the future. The study 

employs the SVAR-based Blanchard and Quah (1989) decomposition as modified by 

Bayoumi and Eichengreen (1992) and utilizes a new method of estimating quarterly GDP by 

voievodships. The results point to a relatively high symmetry of shocks and a rather low risk 

of their occurrence. Shock asymmetry does not appear to be strongly related to differences in 

production structures, which is claimed in most theoretical approaches, including the 

Optimum Currency Areas Theory. 
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Introduction  

From a macroeconomic point of view, business fluctuations are driven by shocks, i.e. 

irregular and unpredictable changes affecting the economy. Referring to the canonical 

aggregate supply-aggregate demand (AS-AD) theoretical model, these shocks can be 

classified as supply shocks (when GDP growth and inflation move in the opposite direction) 

or demand shocks (when both these variables move in the same direction). If a shock hits two 

or more economies in the same way, it is symmetric, while asymmetry means that different 

countries or regions are affected differently. In the most extreme case of asymmetry, one 

country or region can face a positive shock (an increase of GDP), while another one can be 

affected by a negative shock. One example of a demand shock exerting such an impact on two 

economies is a preference shock: consumers replace a good supplied by firms operating in 

one region for a good from another region. More frequently, however, due to various 

interlinkages and spillovers, shocks are asymmetric in the extent of the impact, while they 

remain either positive or negative across adjacent countries or regions, especially if they are 

economically integrated. 

The problem of shock symmetry has been investigated mostly in literature related to optimum 

currency areas (OCA).2 The occurrence of spatially asymmetric shocks within a monetary 

union triggers problems with monetary policy adequacy, as it cannot be adjusted to the needs 

of individual economies. If shocks affecting countries are asymmetric, then at least some of 

them will have to deal with episodes of inadequate monetary policy, i.e. monetary policy 

stress.  

Ramos et al. (2001) raise the relevance of the regional dimension for this analysis. They claim 

that inside every national state regions are being adversely affected by the national single 

monetary policy in presence of asymmetric shocks. Suppose that one region encounters a 

                                                           
2
 See De Grauwe (2012) p. 3-6 for a clear and comprehensive exposition of this problem. 
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negative demand shock that does not affect the remaining regions. In line with the AS-AD 

model prediction, lower aggregate demand in the affected region will drive GDP and inflation 

down. Since other regions remain unaffected (or hardly affected), the national monetary 

policy cannot sacrifice the aggregate stability and come to the rescue of the affected region by 

lowering interest rates. The affected region will, therefore, face inadequate monetary policy. 

De Nardis et al (1996) add that European countries show rather homogeneous national 

industrial structures, but regional industrial structures are more heterogeneous and this 

contrast may have important consequences for the national and regional distribution of 

asymmetric shocks. In the same spirit, De Grauwe and Vanhaverbeke (1991) and Gros and 

Thygesen (1992) have shown that output and employment variability in Europe is higher at 

the regional than at the national level and concluded that one primary source of European 

shocks comes from the regions. Casella (1993) has even suggested that it is the economic 

region which should become the relevant economic entity to account for in the evaluation of 

the effects of a single currency. Finally, some studies have also provided more general 

evidence that excessive cross-regional disparities may accelerate inflation and decrease the 

rate of output growth. In this sense, regional asymmetry of shocks is harmful from the point 

of view of aggregate economy (Estevao, 2002; Bande, Karanassou, 2007; Rogut, 2008). 

Understanding regional diversification of exposure to asymmetric shocks can, however, help 

in taking certain actions to lower the effects of shock asymmetry or to mitigate them once 

they occur. Another reason to investigate regional shocks is a more general one: to understand 

the composition of shocks affecting regional economies means to better understand regional 

growth patterns.  

In light of the above reasoning, the aim of this paper is twofold. First, it is to check the extent 

of demand and supply shock symmetry across Polish regions. Second, it is to investigate the 

composition of different types of shocks affecting the regional economies. Both empirical 
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exercises are conducted with the help of a well-established methodology, the so-called 

Blanchard and Quah (1989) decomposition as modified by Bayoumi and Eichengreen (1992). 

It is expected that shock symmetry is higher across voievodships than between countries, due 

to lower barriers of labour mobility and similarity in the structure of demand, but still 

imperfect, due to pronounced differences in production structures and other factors. 

An auxiliary contribution of this paper lies in utilizing a method proposed by Pipień and 

Roszkowska (2015) to calculate quarterly GDP series by voievodships. To the best of the 

author’s knowledge, this is the first empirical study making use of this method. 

The remainder of this paper is organized as follows. The next section contains a brief review 

of the empirical literature addressing the asymmetry of shocks followed by some stylized 

facts regarding regional differences of GDP and CPI dynamics and factors affecting them. 

Subsequently, the empirical methodology is introduced and statistical data issues are outlined. 

Finally, the empirical findings from the analyses are presented and discussed. The paper 

finishes with conclusions and some policy implications. 

Literature review 

As mentioned earlier, the problem of shock symmetry has been given highest priority in 

studies assessing fulfilment of the OCA criteria in the Euro Area. This strand of research was 

initiated by Bayoumi and Eichengreen (1992) who warned that the correlation of shocks 

affecting Western European countries is substantially lower than the correlation found among 

U.S. regions. This conclusion was confirmed by Chamie et al. (1994). The renaissance of 

empirical studies of this type was associated with the eastern enlargement of the EU, which 

triggered unprecedented interest in possible effects of taking the next step and integrating new 

EU member states into the common currency area. A few of many studies include Boone and 

Maurel (1999), Fidrmuc and Korhonen (2003), Horvath and Raftai (2004) and Frenkel and 

Nickel (2005). The overwhelming number of these studies was eventually synthetized in a 
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meta-analysis conducted by Fidrmuc and Korhonen (2006), although many more were 

published after this date. Shock symmetry was also subject to investigations in other parts of 

the world where monetary integration was discussed as a viable option, such as East Asia (e.g. 

Ling and Yuen, 2001; Chow and Kim, 2003; Huang and Guo, 2006 or Lee and Azali, 2012), 

Africa (e.g. Horvath and Grabowski, 1997; Buigut and Valev, 2006) and other regions (Levy 

and Sturzennegger, 2000; Jayaraman 2007; Braithwaite, 2017). 

A related strand of research focuses on outcomes of the shock asymmetry, reinforcing the 

rationale behind investigating these issues. For example Sturm and Wollmerhauser (2008) and 

Gajewski (2016) and Quint (2016), among others, provided empirical evidence of substantial 

and unevenly distributed monetary policy stress in the Euro Area since its inception, which 

fuelled the process of imbalance accumulation on the run-up to the economic crisis that 

eventually burst in 2008. 

Compared with this rich empirical evidence gathered on the country-level, studies taking a 

regional perspective are scant. Moreover, most of them are focused on regions within a panel 

of countries (e.g. Pons-Novell and Tirado-Fabregat, 2006, Marelli, 2007). However, Maza 

and Villaverde (2007) investigated shock asymmetry across Spanish regions and found 

limited (although non-negligible) amount of it, but at the same time they point to 

insufficiently developed mechanisms to deal with such shocks, should they occur in the 

future. A higher degree of asymmetry was found by Duran (2015) among Turkish regions, 

although it seems to have been decreasing over the recent decades. More evidence is available 

directly on regional asymmetry in monetary policy effects in various countries, for which the 

effects are usually found pronounced and provide indirect evidence on the existence of 

regional shock asymmetries (see: Anagnostou and Papadamou, 2016 or Anagnostou and 

Gajewski, 2018 for a review of these studies). 

The risk of asymmetric shocks depends on many features. It will be lower if regions are 
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highly diversified in terms of economic structures, openness, business sector structures and 

various other structural features (Marelli, 2007). Regions that are most dissimilar from the 

national economy may be, generally, most exposed to the risk of asymmetric shocks. 

Obviously, geographical location also matters significantly, so the problem of shock 

asymmetry tends to be more pronounced within larger areas subjected to a single monetary 

policy. 

The OCA theory stresses that mechanisms and insurance schemes exist and can be 

implemented to prevent and mitigate the effects of asymmetric shocks on regional economies 

(de Grauwe, 2012). The most important of these mechanisms and schemes are wage 

flexibility, labour mobility, and fiscal transfers. When wages are flexible, their downward 

adjustments in a region affected by a negative shock lowers production costs and pushes the 

AS curve to the right, compensating the fall in demand. When labour is mobile, it flows 

towards unaffected regions thereby alleviating the pressure on the domestic labour market. 

Finally, when the system of fiscal transfers can be used, funds are directed towards the 

troubled region to support incomes in that region.  

Admittedly, most of these mechanisms are more developed at a cross-regional level within 

countries than across countries in the Euro Area, which somewhat alleviates the problem of 

possible monetary policy stress within particular countries. Indeed, higher labour mobility at a 

regional level stems from their higher proximity and lower cultural barriers, including lack of 

language differences. National budgets are relatively well suited to deal with asymmetric 

shocks due to the built-in systems of automatic stabilizers, their large size (usually between 30 

and 60% of GDP) and the short planning period of one year. By contrast, the Euro Area 

budget is non-existent and the EU budget is not designed to cope with ad-hoc asymmetric 

shocks. Be that as it may, due to substantial differences in economic structures, trade 

openness, infrastructure (affecting labour mobility, especially commuting), and business 
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sector dynamics across regions in Poland, the question of the extent of shock asymmetry 

remains important and open.  

Stylized facts 

Regional variation of GDP growth rate and inflation 

The greatest information content regarding spatial shock asymmetry is embedded in regional 

variations of GDP growth and inflation. Figure 1 and figure 2 present descriptive statistics of 

these variations in the form of boxplots based on the available data, i.e. annual and quarterly, 

respectively. 

Figure 1. Boxplots of GDP growth rates in voievodships 

 

Source of data: GUS. 

Interestingly, regional differentials in GDP growth rate appear highest during the so-called 

‘great moderation’, an economically buoyant period preceding the global financial economic 

crisis. We can observe that years marked by high GDP growth at a country-level have 
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generally seen the highest regional differentiation of this variable. Such patterns may suggest 

some degree of persistently different exposures to asymmetric shocks of the regions. Some of 

them grow fast due to their exposure to positive external shocks, while adverse shocks may 

push their GDP growth down towards the rates observed in regions less connected to the 

external environment. The latter group of regions may have fewer capacities to benefit from 

‘global’ positive shocks, but this also means lower growth potential. This pattern (if 

confirmed) could be one of the explanations behind regional income divergence observed in 

Poland (e.g. Gajewski and Kutan, 2018). 

Figure 2. Boxplots of CPI growth rates in voievodships 

 

Source of data: GUS. 

The CPI inflation differential range amounted to 0.5-1 percentage points between 2001 and 

2015, with an exception of the period spanning the second half of 2010 and first half of 2011 

when it would reach 2 or 3 percentage points. Also, outliers were recorded much more 
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frequently than in the case of GDP, both on the upper and lower end. The overall pattern of 

regional inflation disparities is less clear in the sense that there does not seem to be an 

immediate relationship with the aggregate level of inflation. However, Gajewski (2017) found 

a positive impact of the EU-Poland inflation differential on cross-regional inflation 

divergence. Again, this may be due to differences in exposure to external shocks. As long as 

inflation in Poland and its external environment remains similar, regional differences are low. 

When inflation deviates from the external one (e.g. in EU), regional disparities rise. 

Similarity of regional economic structures  

The OCA theory provides some guidance as to which regional features are to be observed to 

determine whether there is a case for shock asymmetry across the regions. One of such 

features is linked to deficiencies in the similarity of production structures. Mundell (1961) 

showed that a region with highly diversified production structure and one that is similar to the 

one of monetary union is less prone to asymmetric shocks (Kenen, 1969, p. 65-66). 

Even at the voievodeship level of disaggregation, regional economic structures are visibly 

diversified. The differences are especially striking when regional economic structures are 

assessed through the prism of employment shares. To illustrate these differences, the well-

known and simple Krugman specialization index is computed: 

 

where  is the employment share in the i-th industry (68 branches of industry and services 

are considered). The Krugman index takes values between 0 (perfect similarity of regional 

and Polish employment structure) and . The indices calculated for individual 

voievodships are illustrated in figure 3. 
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Figure 3. Krugman employment specialization index for voievodships 

 

Note: Data as of 2013, 68 branches of industry and services, benchmark: Poland. Source of 

data: GUS. 

This preliminary analysis confirms a widely known fact, that Śląskie exhibits the most 

distinctive structure. It is followed by Mazowieckie with its highly developed market and 

financial services and Warmińsko-mazurskie due to the high importance of wood and 

furniture industries (Gajewski and Tchorek, 2017). On the other side, employment structures 

in Małopolskie and Wielkopolskie most closely resemble this structure in Poland. 

Trade openness 

Originally, one of the OCA criteria was high openness and intensity of trade between regions 

forming a currency area (McKinnon, 1963). Due to lack of data, it is not possible to analyse 

trade between voievodships, but the problem can be approached from the perspective of 

reliance on international trade. Regions highly integrated with foreign countries are 
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potentially more prone to external shocks. Admittedly, regions that do not trade with other 

countries, but also other regions within a country, are more capable to produce ‘own’ 

idiosyncratic shocks, but the role of the latter appears very limited in light of earlier results. 

For example, Gajewski (2017) investigated sources of inflation shocks across voievodships 

and found very low contributions of idiosyncratic shocks, but regional inflation rates were 

found to be mostly driven by diverse relative contributions of national and external shocks.  

Figure 4. The percentage share of overall revenue from sales in the Polish voievodships 

accounted for by the sum of exports and imports, as of 2012 

 

Note: Source of data: Umiński (2016). 

Figure 4 confirms the conventional wisdom that voievodships are polarized in terms of their 

openness to international trade, and this polarization is closely related to geographical 

location. In regions sharing borders with Germany (Lubuskie, Dolnośląskie, 

Zachodniopomorskie), enterprises record the highest shares of exports in terms of total 
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revenues. By contrast, the rural, eastern regions (Lubelskie, Świętokrzyskie, Podlaskie) are 

relatively closed. Theoretically, judging by this criterion, both these ‘extreme’ groups of 

regions are likely to face the lowest correlation of shocks with shocks affecting Poland. 

Labour mobility 

Mundell (1961) pointed to labour mobility as a critical adjustment mechanism, capable of 

absorbing asymmetric shocks. The theoretical hypothesis pointing to an important role of 

labour flows between countries or regions for smoothing economic activity encounters major 

problems in empirical verification. First, measuring actual flows and different types (i.e. daily 

commuting, temporal migration, permanent migration) is difficult. Second, historical data 

(even if reliable) might not necessarily be informative for future situations. Third, there is 

always the question of a threshold rate or benchmark against which labour mobility figures 

should be compared.  

Nevertheless, the importance of labour mobility for overall economic performance has 

contributed to many empirical studies that compare flows of labour across countries and 

regions. According to Arpaia et al. (2014), for example, annual rates both of sub-national and 

international inward mobility in Poland were amongst lowest in the EU as of 2013.3 While the 

low international labour mobility is comprehensible, as the Polish labour market has not been 

very attractive for other EU citizens, low cross-regional mobility might be somewhat 

surprising. Yet, several explanations seem plausible. First, after the EU accession, a 

substantial number of the mobile working-age population moved to other EU countries. This 

could mean that the country has been drained from its most mobile labour force already. 

Moreover, for those who live in Poland and face employment problems, moving abroad is still 

an attractive substitute to taking a still lower paid job in another part of the country. Finally, 

the measurability issue remains. 

                                                           
3
 It was found lowest among 12 EU countries for which data was available and reliable. 
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Perhaps an empirical problem that could be most easily resolved is the one of establishing a 

convenient benchmark. Usually, a benchmark is provided by the U.S., i.e. a smoothly 

functioning monetary union. If we rely on the data provided by Arpaia et al. (2014), the ratio 

of cross-regional migration in Poland (below 0.25% of total population) turns out to be 

strikingly low compared to inter-state mobility in the U.S. There, despite incomparably larger 

distances, this rate ranges between 1.5% and 3% depending on the methodology (Molloy et 

al., 2011). 

Methodology 

The basic methodological framework of our analysis is the Blanchard and Quah (1989) 

decomposition, as modified by Bayoumi and Eichengreen (1992), who applied a bi-variate 

vector autoregressive procedure and considered two types of orthogonal shocks that are the 

sources of variation in two endogenous variables, output yt and the price level pt, and identify 

them as supply and demand shocks. In line with the textbook AS-AD model, a theoretical 

underpinning of this framework, supply shocks, which are associated with a shift in the 

aggregate supply curve, have both short-term and long-term impacts on output and prices, 

while demand shocks only exert a short-run impact on both endogenous variables. In the long 

run, however, they do not have a long-term impact on output and become fully absorbed by 

price-level adjustments. Blanchard and Quah (1989) showed that it is possible to identify 

these two types of shocks and their dynamic effects on output and prices with the help of a 

structural vector auto-regression (SVAR) model with long-run restrictions. The structural 

moving average representation of the model is: 
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 denotes the log of regional GDP,  denotes the log of regional CPI level, while  and 

 denote demand and supply shocks, respectively, observed within a region. The long-run 

restriction of no impact from a demand shock on real output ( ) is imposed. 

Two alternative benchmark sets of shocks are then produced to calculate pairwise correlation 

coefficients with the regional shocks. First, model (1) is run on Polish national data so that 

national demand and supply shocks are restored in the same way as is done for every 

voievodship. Second, as a robustness check, the principal component (PC) analysis is 

performed on regional shocks, and first principal components are extracted from the set of 

regional demand and supply shocks. Regional demand and supply shocks can then be 

compared with these common components. This latter method corresponds to the original 

study of Bayoumi and Eichengreen (1992) and their numerous followers. 

In order to perform the variance decomposition and gain insights into the composition of 

shocks affecting GDP growth across voievodships, the above method is augmented with two 

additional variables: the growth rate of Poland’s GDP ( ) and the national CPI inflation (

). Consequently, in addition to idiosyncratic demand ( ) and supply shocks ( ), 

common (national) demand and supply shocks ( and , respectively) are introduced, 

external to the k-th voievodship of interest. It is noteworthy that common shocks associated 

with economic activity in Poland also capture global shocks (i.e. all global shocks are 

embedded in economic activity at a national level, as no “more exogenous” shocks are 

introduced). This modification is very similar to the one followed by Huang and Guo (2006), 

although the real exchange rate is replaced by the external price level as regions within the 

same country are investigated and the nominal exchange rate is fixed, by definition.   

To summarize, the original bi-variate SVAR is now modified into a four-variable system of 

the form: 
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   (2) 

The following assumptions are imposed to identify all the shocks: 

i. Demand and supply shocks are serially uncorrelated and orthonormal, with a 

variance-covariance matrix normalized to the identity matrix: 

 

 

ii. Output and price dynamics in an individual voievodship does not affect aggregate 

output and price dynamics in Poland, so in the long-run:4  

 

iii. Demand shocks have no long-run impact on the real output (i.e. a fundamental 

assumption of Bayoumi and Eichengreen, 1992, originating from the AS-AD 

model): 

 

The remaining coefficients are estimated.  

Statistical data 

As data on real GDP and inflation necessary for the empirical analyses are only available at 

the NUTS-2 level, this level of disaggregation must be retained even though internal 

heterogeneity of the voievodships is acknowledged and widely known. This being said, the 

data issue is not completely resolved even at this level. The methodology of empirical 

exercises in this paper, the well-established Blanchard and Quah (1989) decomposition 

                                                           
4
 While this assumption might seem restrictive, at least for some voievodships, it is necessary to identify the shocks. 
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employing structural vector autoregressive (SVAR) models, requires a lot of data; hence 

quarterly rather than annual data must be used to enable the analysis. While regional CPI data 

are available at this frequency from the Polish Central Statistical Office (GUS), real GDP data 

are only available at an annual frequency. The lack of quarterly regional accounts has been an 

important obstacle for empirical analysis in Poland and many other countries. In an attempt to 

overcome this barrier, Pipień and Roszkowska (2015) proposed a method to bridge annual 

regional data with quarterly national data in order to estimate quarterly regional GDP and 

other related variables. The two-stage procedure proposed in their paper boils down to: 

 estimating parameters of the 16-equation system, linking annual national GDP with 

regional GDP, and 

 calculating quarterly GDP using the estimated parameters and quarterly national GDP 

data. 

Here, quarterly regional CPI and GDP data, estimated by the procedure of Pipień and 

Roszkowska (2015), are used. The period covered spans from the 4
th

 quarter of 2001 to the 4
th

 

quarter of 2015. 

Before taking the data to estimations, it is tested for the presence of a unit root using the ADF 

test. The results are presented in table 1. It can be concluded that the null hypothesis (of a unit 

root) can be rejected at least at the 5% level of significance for both variables in all 

voievodships. 
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Table 1. ADF unit root test results of regional GDP and CPI growth rates  

 CPI growth GDP growth 

Dolnośląskie -2.071** -2.523*** 

Kujawsko-pomorskie -2.537*** -2.545*** 

Lubelskie -2.986*** -2.545*** 

Łódzkie -2.284** -2.546*** 

Lubuskie -2.307** -2.539*** 

Mazowieckie -2.442*** -2.533*** 

Małopolskie -2.188** -2.513*** 

Opolskie -2.395** -2.541*** 

Podkarpackie -2.287** -2.545*** 

Podlaskie -2.361** -2.545*** 

Pomorskie -2.760*** -2.535*** 

Śląskie -2.045** -2.545*** 

Świętokrzyskie -2.462*** -2.546*** 

Wielkopolskie -2.392** -2.546*** 

Warmińsko-mazurskie -2.331** -2.527*** 

Zachodniopomorskie -2.367** -2.540*** 

Notes: H0: a series follows a random walk with drift. Number of lags selected by the Schwartz 

criterion. 

 

Empirical results 

In line with the empirical strategy outlined earlier, demand and supply shocks are first 

estimated for all voievodships and Poland separately.  

Figure 5 presents correlation coefficients between regional demand and supply shocks and the 
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respective shocks affecting Poland. Based on these results, several conclusions can be made. 

First, the correlation of supply shocks is very high, ranging from 0.97 to 0.997 for all regions. 

The explanation could be that most supply shocks affecting Poland either result from changes 

in energy prices or import prices due to shifts in the exchange rate. As such, they affect all 

regions in a similar way. Additionally, individual regions have a very limited capability to 

generate idiosyncratic supply shocks. The correlation of demand shocks is lower, but still 

high, ranging between 0.87 and 0.96. To put these numbers into perspective, the highest 

correlation of supply shocks between a CEE country and the EU in the study by Babetskii et 

al. (2004) was found for Estonia (0.72), while the highest correlation of demand shocks was 

found for Romania (0.89). In a recent study by Bąk and Maciejewski (2017), which deals with 

the EMU countries, German shocks were found to be most correlated with EMU-12 shocks, 

ranging between 0.7 and 0.9 in all periods, except for the most recent years when the 

correlation of demand shocks is found somewhat lower. Shock symmetry across Polish 

voievodships, hence, appears to be robustly higher than between European countries. 
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Figure 5. Correlation of demand and supply shocks with shocks affecting Poland 

 

Note: dashed lines indicate mean correlation coefficients. 

While a formal analysis to establish a causal link between economic structures and shock 

symmetry is beyond the scope of this paper (and would be difficult due to the insufficient 

number of regions to perform cross-sectional estimations), it is noteworthy that two 

voievodships with the lowest values of the Krugman index (Wielkopolskie and Małopolskie) 

exhibit the highest correlation of both types of shocks. The general relationship, however, 

does not appear strong as the spectrum of factors affecting shock symmetry is wide, as was 

discussed earlier. 
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Figure 6. Correlation of demand and supply shocks with common shocks extracted via 

the PC analysis 

 

Note: dashed lines indicate mean correlation coefficients. 

In figure 6, an alternative picture of shock symmetry is presented. The reference shocks, 

against which all regional shocks are correlated, are computed as first principal components 

extracted from all series regional demand and regional supply shocks. This method thus 

allows us to include Poland as yet another region. Figure 6 shows that Poland (as expected) is 

a “region” most correlated with the common demand shocks and also highly correlated with 

the common supply shock. Generally, correlation coefficients are even higher than those 

illustrated in figure 5. Some differences between the two approaches are visible, but some 

other conclusions are reinforced. Most notably, the pool of voievodships with the lowest 

degree of demand shock symmetry against Poland includes Pomorskie, Świętokrzyskie, 
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Kujawsko-pomorskie, Lubelskie, Lubuskie, and Zachodniopomorskie. The latter region also 

stands out in terms of low supply shock symmetry. In turn, demand shocks affecting 

Wielkopolskie and Małopolskie appear to be most symmetric with aggregate shocks, 

regardless of the method employed. 

The second part of the analysis employs a system of four-variable models (2). Figure 7 

presents impulse responses of regional output dynamics and inflation to all four types of 

shocks, in four representative voievodships: Lubelskie (an Eastern, relatively closed region), 

Dolnośląskie (one of the most open region, with relatively modern industrial structure, located 

in the western part of the country) and two voievodships exhibiting most distinctive industrial 

structures, i.e. Mazowieckie and Śląskie. 

Common supply and demand shocks affect all voievodships in a similar way. In Dolnośląskie, 

Lubelskie and Śląskie output growth peaks after 3-4 quarters and then slowly adjusts to fade 

away completely after around 10 quarters. Inflation initially goes down as expected and the 

return to the initial level takes about 7-8 quarters. In Mazowieckie, the responses are slightly 

different, but do not contradict the theory or the usual findings. Also the responses to common 

demand shocks are plausible and similar across the voievodships. By contrast, idiosyncratic 

shocks appear to exert a weaker impact on regional variables and their effect for regional 

inflation is often negligible. In addition to this, idiosyncratic supply shocks seem to be short-

lasting. Indeed, voievodships have a very limited potential to generate own supply shocks, 

apart from those weather-related, which can indeed be rather short-lasting. 

Generally, the pattern observed in impulse responses supports evidence of high correlation of 

shocks and suggests a relatively low importance of idiosyncratic shocks for driving regional 

economic activity. 
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Figure 7. Impulse responses of output dynamics and inflation to shocks in four selected voievodships 

 

Notes: Shock1 – common supply shock; Shock2 – common demand shock; Shock3 – idiosyncratic supply shock; Shock4 – idiosyncratic demand 

shock.
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Results from performing real output variance decomposition (in 4 and 10 quarter horizons) 

obtained from the four-variable models confirm the predominant role of common shocks in 

driving regional economic activity. As figures 8 and 9 show, these are common supply 

shocks, which turn out to be the most important. In the 4-quarter horizon, they account for 79-

99% of the GDP growth variance and in the 10-quarter horizon – for 63-99% of the variance. 

Despite the large contribution of a common supply shock, the differences between 

voievodships are still surprisingly strong. In Małopolskie and Podkarpackie, for example, 

almost no role is played by shocks other than common supply ones. In turn, Dolnośląskie 

stands out as a voievodship with the strongest reliance on demand shocks, both common and 

idiosyncratic ones, which jointly account for 12-17% of the GDP growth variance. Pomorskie 

reveals the strongest capacity to generate idiosyncratic supply shocks, which is visible 

especially in the 10-quarter horizon. The relatively low contribution of idiosyncratic shocks in 

Śląskie can be seen as another surprise, given the distinct economic structure of this region.  

From the perspective of the monetary policy adequacy, such composition of shocks across 

voievodships is rather good news. The role of idiosyncratic shocks is much lower than in Euro 

Area member states, for example (see: Bąk and Maciejewski, 2017). While Dolnośląskie 

seems to be most exposed to the risk of asymmetric shocks, this risk has not materialized so 

far, at least during the period of analysis.  
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Figure 8. Variance decomposition of regional GDP growth – 4 quarter horizon 

 

Figure 9. Variance decomposition of regional GDP growth – 10 quarter horizon 
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Summary 

This paper aimed at assessing the existence and exposure to asymmetric shocks in the Polish 

voievodships. The theoretical underpinning of this research has been the OCA theory, 

preoccupied with economic criteria conditioning monetary policy adequacy. The results 

indicate that shocks affecting voievodships are very symmetric and the importance of 

idiosyncratic shocks is low. The correlation of shocks is high not only compared to the 

correlation observed between EMU member states, but also within some other countries, 

including U.S. or Germany. An important finding is that the link between industrial structures 

and openness on the one hand and shock symmetry on the other is not as strong as advocated 

by the OCA theory or in earlier studies. Moreover, contrary to the common perception, it is 

the highly open Dolnośląskie rather than Śląskie voievodship (with its distinct economic 

structure) that seems to be most exposed to the risk of asymmetric shocks, even though this 

risk has not materialized so far. Overall, however, the extent of materialized and potential 

monetary policy stress is rather limited. The results may suggest that mechanisms exist 

between regions that prevent large scale asymmetry of shocks. If the conclusion of low cross-

regional labour mobility is to be accepted, these could be cross-regional trade linkages, 

unregistered commuting or other spillovers which create effective asymmetric shock 

absorption mechanisms. 

One important caveat needs to be made related to the regional GDP dataset used in this study 

obtained through the method proposed by Pipień nad Roszkowska (2015). As this method is 

sensitive to differences between national and regional intra-annual deviations of GDP 

dynamics, some region-specific dynamics might be lost. Consequently, the correlation 

coefficients of shocks obtained here should be treated as an upper bound, and the same caveat 

applies to the contribution of common shocks to regional GDP growth variance. Further 

studies would be required to validate our results. In the absence of regional quarterly national 
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accounts, a possible research avenue lies with employing micro-level data on enterprises in 

different regions. Such an approach would also enable a more disaggregated compositions of 

the regions themselves. 
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