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Abstract 

The article focuses on power laws and their growing popularity in science in general and in 

economics specifically. The theoretical mechanisms responsible for their generating are reviewed. 

We also empirically test whether firm-size distribution of companies in Poland has the characteristics 

of the Zipf’s law – a special case of a power law. This is confirmed based on an investigation within 

the sample of 2000 largest companies and a set of alternative estimators of the power law exponent.  
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1. Introduction  

Power law (or scaling law) is a relation between two variables X and Y: 

(1) 𝑌 = 𝑘𝑋𝛼   

In this relation α is the so called power law exponent and k is a constant (Gabaix 2008a). In most 

cases, while the value of k is usually not particularly interesting, the analysis focuses on the values of 

α, as that parameter has a natural interpretation, e.g. if we multiply X by 2, than the value of Y will be 

multiplied by 2α. In other words, Y is proportional to Xα or X is proportional to Y1/α. 

Power laws are very popular in recent economic literature, since more and more relations are 

confirmed to have their features. One of the most popular power laws is the so called Zipf’s law, 

which is a special case empirically derived power law with an exponent α ≅ -1.  

(2) 𝑌 = 𝑘𝑋−1 = 𝑘
𝑋⁄  

Zipf (1949) gave a few examples of his power law – the most commonly cited and replicated one is 

associated with city sizes (see Table 1). One can rank cities (e.g. in a certain country) by their 

population and then compare logged ranks with logged size of population. A linear regression 

generates a line with a slope of approximately -1. This is equivalent to (2). 

 𝑌 = 𝑘𝑋−1 

 log 𝑌 = log 𝑘 + (−1) log𝑋 

 𝐴 ≔ log𝑘 

(3) log 𝑌 = 𝐴 − log𝑋 

This means that the population of a city with rank n is proportional to 1/n, which is the inversed 

rank1. Since ranks are based on the criterion of population, then one can expect that the power law 

can be transferred to the distribution of the size of population. Indeed, Gabaix (2008b) claims that 

the probability that the population of a city is greater than X0 is proportional to 1/X0 (or X0
-1). This 

means that logged rank in the power law can be replaced with a counter-cumulative distribution 

function without changing the general properties, especially the exponent of the power law.  

For convenience, let us now denote size as S. Furthermore, since in case of the Zipf’s law the 

exponent of power law is only approximately -1, let us be more general and denote this exponent as 

ζ, holding (also for the convenience of interpretation) that ζ is a positive number. Now we can 

formulate the “distributional” power law as follows: 

(4) 𝑃(𝑆 > 𝑥) = 𝑘𝑥−𝜁  

The power law (4) becomes a Zipf’s power law if its exponent is (close to) 1. 

(5) 𝜁 ≃ 1 

Due to the fact, that we assume that ζ is positive and explicitly add a minus, stressing that the 

exponent in power law is negative, therefore (4) is sometimes referred to as inverse power 

                                                           
1 In fact, all of the examples presented by Zipf are based on the inverse relation between absolute and relative 
measures of frequency or size. Probability, which is e.g. the number of times a word was used on a page, 
compared to the total sum of words on the page, represents the absolute value of frequency. Rank, which 
states how many words were more frequent than the considered one, is a relative frequency measure (Kromer 
2002).  
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distribution. However, considering that one of the first researchers to use such a distribution was 

Vilfredo Pareto and another major contributor to the subject was George Zipf, the inverse power 

distribution (4) is known as the Pareto distribution, and when condition (5) is included it is often 

named Pareto-Zipf (power) distribution (Perline 2005). 

The aim of the article is to investigate the distribution of size among Polish companies. We shall test 

the hypothesis that Polish companies are subject to a power law and indicate some of the possible 

consequences of such a situation. 

Section 2 includes a literature review, with a focus not only on economic research, but also on 

general empirical papers. Section 3 incorporates the presentation of data and methodology. The 

fourth section concentrates on discussion of the obtained results. Final section concludes. 

2. Literature review 

2.1 Power law distributions in empirical research 

Power laws were widely observed in empirical research starting from Zipf (1949) and throughout the 

second half of the 20th century and the 21st century. There are a few interesting reviews of empirical 

research into power laws that are available. One of them, provided by Li (2002), has a revealing title: 

Zipf’s Law Everywhere. Table 1 presents some of the key (non-economic) areas in which the power 

laws have been recently explored.  

Table 1. Selected empirical research into power laws 

Research problem References 

Frequency of use of words in different 
languages (both written and spoken) 

Zipf 1949; Kucera, Francis 1967; Dahl 1979; 
Rousseau, Zhang 1992; Egghe 2000; Altmann 
2002; Hřebíček 2002; Montemurro, Zanette 
2002; Rousseau 2002; Ellis et al. 2015; Mehri, 
Lashkari 2016 

Citation of scientific publications, number of 
books sold and the frequency of book lending in 
libraries 

Lotka 1926; de Solla Price 1965; Hackett 1967; 
Fairthorne 1969; Wyllys 1981; White, McCain 
1989; Hertzel 1987; Egghe, Rousseau 1990; 
Egghe 1991; Osareh 1996a; Osareh 1996b; 
Silagadze 1997; Redner 1998; Clough et al. 
2015; Patience et al. 2017 

Visits to webpages and Internet traffic Glassman 1994; Crovella, Bestavros 1997; 
Barford et al. 1999; Huberman et al. 1998; 
Barabasi, Albert 1999; Breslau et al. 1999; 
Adamic, Huberman 2002; Mitzenmacher 2003; 
Olmedilla et al. 2016; Cao et al. 2017; Bokányi 
et al. 2019 

Population of cities and metropolitan areas Zipf 1949; Hill 1970; Ijiri, Simon 1977; Rosen, 
Resnick 1980; Gell-Mann 1994; Gabaix 1999; 
Knudsen 2001; Brakman et al. 2001; Soo 2005; 
Gabaix 2008b; Edwards, Batty 2015; Arshad et 
al. 2018 

Natural sciences: geography, biology and 
physics 

Mandelbroot 1982; Schroeder 1991; Bak 1996; 
Sornette et al. 1996; Serbyn et al. 2016 

Applied sciences: medicine and engineering Sui et al. 2015; Spaide 2016; Biswas et al. 
2017a; Biswas et al. 2017b; Wang, Du 2017 

Source: own elaboration  
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Table 1 indicates that power laws are very popular. However, Perline (2005) claims that in some 

cases researchers use power laws where in fact they should not be applied or are not the best 

solution for modelling. He proposes dividing power laws into strong power laws, weak power laws 

and false power laws. The basic problem is what he calls truncation of data. Truncation is a process 

of selecting a sample only out of the observations with the highest ranks (when referring to rank-size 

plot based on Zipf’s original approach). In some cases, truncation is justified by customs associated 

with definitions or by data availability. Perline (2005) uses the example of research on the 

distribution of the size of lakes (e.g. Mandelbroot 1982). Calculations based on a sample of lakes lead 

to a conclusion that there is a power law in the distribution of the size of lakes. However, Perline 

stresses that the division between lakes and e.g. ponds is somewhat arbitrary. Perhaps then the 

research only includes the right tale, while the left tale of distribution is excluded, because we do not 

consider ponds as small lakes. Similarly, in economics it is much easier to find data and medium and 

large companies, but not about the micro enterprises. This distinguishes strong power laws, which 

are fully sure, from weak power laws, in which cases we can only investigate the right tale of the 

distribution. Disturbances in the left tale, which we cannot detect, could actually prove, that the 

problem described with a weak power law could be just as well (or even better) modelled with a log-

normal distribution or Yule distribution2.  

When Perline (2005) talks about false power laws, he refers to situation in which data is either 

selected or modified in a way that increases its resemblance to power law, which is not true for raw 

data. He presents an example of two studies about American and Canadian steel plants (Simon, 

Bonini 1958; Kendall 1961), which prove that there is a power law in the distribution of their 

capacity. However, both papers focus only on top 10 steel plants, while Perline (2005) shows that 

including the other available data changes the conclusions significantly, so this is the case of a false 

power law. Surprisingly, some of the original examples from Zipf (1949) include either procedures 

that are now known to be problematic and bias-creating (e.g. not normalizing the intervals of size 

ranges) or simply seem to be artificial and unjustified (e.g. adding a fixed constant to all the data, 

which makes the logged rank-size plot more linear, suggesting a power law). 

While false power laws are cases of research errors or manipulation, weak power laws are difficult to 

eliminate. That is why more and more researchers (e.g. Newman 2005; Gabaix 2008b; di Giovanni et 

al. 2011) explicitly state that their research is focused on the right tale and results may not apply to 

the left tale of the distribution. Therefore, for scrutiny and safety reasons, they assume that their 

results are the cases of weak rather than strong power laws.  

2.2 Power law distributions in economics 

In economics power laws were originally used to describe the distribution of income and wealth 

(Pareto 1896). This usage for power laws is still very popular, as many papers demonstrate existence 

of power laws in either of the cases (Atkinson et al. 2011; Benhabib et al. 2011) or, which becomes 

more and more popular, in both cases jointly (Pickety, Zucman 2014; Gabaix et al. 2016). Considering 

these issues together is justified, as power law distribution indicates inequalities – and inequalities in 

income distribution tend to cumulate into even larger inequalities in terms of wealth (Gabaix 2016). 

Investigation into the distribution of income lead to widening the use of power laws onto areas 

directly associated with income, such as productivity (Lucas, Moll 2014) or consumption (Toda, Walsh 

                                                           
2 A variable S has a log-normal distribution when ln(S) has a normal distribution. Log-normal distribution is very 
close to power law in its right tale. Yule (1925) suggested a distribution similar to a power law. In Yule’s case, 

the counter-cumulative distribution function can be denoted as 𝑃(𝑆 > 𝑥) = 𝐴𝑥−𝜁𝐵−𝑥. However, in most cases 
B is close to 1, so Yule distribution can be easily mistaken for a power law (Simon 1955).  
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2015). Some focus has been also brought to capital markets, on which one can observe power law 

distributions of returns, daily numbers of transactions or other parameters associated with stocks 

(Gopikrishnan et al. 1999; Plerou et al. 2005; Bouchaud et al. 2009; Kyle, Obizhaeva 2019). 

Modern economics puts a lot of emphasis on analyses within the framework of imperfect 

competition (monopolistic competition or oligopoly). In such a case the very distribution of firm size 

seems to be informative. Many papers focus on testing the power laws for the distribution of firm 

size (Axtel 2001; Gabaix 2011; di Giovanni et al. 2011). Demonstrating that companies have a power 

distribution of their size (usually measured with sales or employment) would work as a proof that the 

market structure is not perfect.  

Gabaix (2016) demonstrates a rationale behind the occurrence of multiple power laws among 

economic phenomena3. Power laws appear as a result of the mechanisms arising from the 

proportional random growth theory. Let us assume that we observe a set of companies, which grow 

or shrink randomly due to independent shocks, but at the same time they satisfy the Gibrat’s law, 

which states that all the companies have the same expected growth rate (with the same standard 

deviation). Such a model allows only to draw a conclusion, that in time the distribution of firms 

should tend towards log-normal with a variance growing over time. There is no guarantee that the 

observed set of companies (an economy) would obtain a steady state distribution. To assure that, 

one more condition is needed, that is the assumption of a lower bound of the firm’s size. Now this 

model technically produces a steady state distribution, which is a power law. However, it does not 

necessarily have to be a Zipf’s law, which means that the exponent does not have to be close to 1. 

However, Gabaix (2008b) demonstrates, that the exponent aims for 1 if we include two very realistic 

assumptions, namely that the lower bound for size is very low and that the number of companies in 

the economy is finite.  

In other words, Zipf’s law is a steady state distribution for companies if we assume the following 

conditions: 

I. The economy has a finite size in terms of number of enterprises 

II. There is a lower bound for the size of a company and it is relatively low 

III. Companies demonstrate constant economies of scale 

The above conditions are in fact very realistic. The first condition is quite obvious from a practical 

point of view. It would be rather abstract to expect that an economy can produce an infinity of 

companies. The second condition is also realistic. If we measure the size of a company with its 

employment, than the lower bound of 1 is the only logical. If we measure the size of a company with 

its sales, than still we can claim, that because of existing fixed costs, maintaining a company is 

rational only if it obtains a minimum turnover of a certain level, characteristic for each economy. 

The third condition is a bit more problematic. Some economists assume that constant returns to 

scale are a typical situation for an average company and in such models this condition is obvious. 

However, Gabaix (2016) notices, that there are many microeconomic models which assume 

occurrence of the economies of scale, therefore a bigger company should be more cost-efficient and 

able to grow even faster than a smaller company. In such a case, the Gibrat’s law should not stand, 

but Gabaix (2016) claims that empirically it usually does, which is due to non-economic counter-

factors that balance positive economies of scale in real life. These could be e.g. institutional factors, 

                                                           
3 Gabaix (2016) provides a rather non-technical narration based on economic theories and rational 
explanations. Gabaix (1999; 2008b) supplies a more formalized explanations of the mathematical side of the 
conduct.  
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such as more strict tax regulations and less support for bigger companies. Another possibility is 

simply that economies (or diseconomies) of scale might exist, but are not very strong. That would be 

enough for many processes to be estimated as power laws with exponents close to 1. 

Surprisingly, power law distribution of company sizes may affect power law distribution of incomes, 

as suggested by Rosen (1981) and developed by Gabaix and Landier (2008). One of the mechanisms 

connecting those areas may be through competition over most skilled workers – both Rosen (1981) 

and Gabaix and Landier (2008) focused on top managers in their analyses, but in fact their 

conclusions could be drawn even to top artists or sportsmen. They proved that if the companies have 

a power law distribution and there is no upper bound for the size (or resourcefulness) of the 

company, than even small differences in skilfulness or talent of a scarce group of workers will 

translate to their earnings having a power law distribution without an upper bound. Gabaix and 

Landier (2008) called that mechanism of generating income distribution a double power law.  

One important remark needs to be made in the context of strong, weak and false power laws in 

economics. It seems that in many cases economic power laws are weak at best. In fact, di Giovanni 

and Levchenko (2013) claim that Zipf’s law of firm sizes can only be estimated for the largest 

companies up to a certain cut-off. Utilizing a sample including smaller companies, from below that 

threshold, quickly biases the exponent of the power law towards 0. While one may question if 

estimating power law as a rule for size distribution makes sense in such a case, it is worth stressing, 

that estimating Zipf’s law for top largest companies may serve a different purpose. Existence of ZIpf’s 

law for a reasonable sample of largest companies indicates a fat right tale of the distribution, which 

means that there is a significant amount of relatively large companies which can generate 

idiosyncratic shocks that could not be cancelled out and would eventually affect the situation of an 

entire economy (Gabaix 2011). 

3. Data and methodology 

In our study we applied data provided by “Rzeczpospolita”. That popular and at the same time 

renowned newspaper presents lists of biggest firms operating in Poland – these lists are labelled 

“Lista 500” and “Lista 2000”, indicating the number of firms analysed. Instead of being a mere 

rankings of firms, “Lista 500” and “Lista 2000” present various firm-level data – for example, total 

sales, employment, total assets, equity etc. 

We used the latest “Lista 2000” ranking available online – the one for 2016 with data for fiscal year 

2015. We preferred “Lista 2000” to “Lista 500”, since we wanted to investigate how our estimates 

depend on the number of firms analysed. As described above, di Giovanni and Levchenko (2013) 

stated that power law may be observed only for firms with size bigger than a certain threshold. The 

use of “Lista 2000” allowed us to check what happens when we restrict our sample to 1500, 1000 

and 500 firms, instead of relying on the whole ranking. 

The indicator of firm size used in our study is total sales. Other possible indicators, like employment 

or total assets, have some missing values. “Rzeczpospolita” builds its ranking on the basis of sales, 

hence that particular indicator was complete for the whole dataset. According to 2015 data, the 

biggest firm in Poland was an oil refiner and petrol retailer with sales of around 88 billion PLN 

(roughly 4.9% of Polish GDP). The second biggest firm was foreign-owned firm that operates in food 

distribution and specialized retail with sales of 39 billion PLN (2.2% GDP). The third one was an oil 

and gas company with sales of 36 billion PLN (2% GDP). The last company on the list (ranked at 

2000th position) was a producer of herbs, aromatic teas, full-flavoured syrups etc. Its sales were 

around 124 million PLN (0.01% GDP). The average sales calculated for the whole set of firms was 

slightly more than 876 million PLN (0.05% GDP), while the median was almost 303 million PLN (0.02% 
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GDP). Huge difference between the average and the median indicates significant skewness of the 

firm-size distribution in Poland. 

The rank of firms is remarkably stable. Figure 1 illustrates the relationship between rankings of firms 

for 2015 and 2016. We used only “Lista 500” and skipped these firms that were not placed on the 

2015 list. Eventually, we were left with 421 companies. The correlation coefficient calculated for 

these variables is 0.97. If one runs the regression of 2016 ranking on the one from 2015, almost one-

to-one relationship may be found, as indicated in Table 1. 

Figure 1.  The relationship between 2016 and 2016 rankings of firms 

 

Source: authors’ own calculations. 

Table 1. The relationship between 2016 and 2016 rankings of firms – OLS estimation results 

 

Source: authors’ own calculations. 

Figure 2 presents the kernel density estimate of sales. One may argue that it illustrates Pareto 

distribution of firm sales in Poland. 

0

1
0
0

2
0
0

3
0
0

4
0
0

5
0
0

R
a
n

k
 2

0
1

6

0 100 200 300 400 500
Rank 2015



8 
 

Figure 2. Kernel density estimates 

 

Source: authors’ own calculations. 

We utilised several methods of estimating the exponent of the power law. In the first one, modelled 

after Zipf’s original approach, we regressed log rank on log sales, as presented below: 

(6)  ln(𝑅𝑎𝑛𝑘𝑖) = ln(𝑘) − 𝜁ln⁡(𝑆𝑖) 

The second one was based on the definition of the power law stated in Eq. (4). 

(7)  ln(𝑃(𝑆𝑖 > 𝑥)) = ln(𝑘) − 𝜁ln⁡(𝑠) 

The left-hand side is the number of firms in the sample with sales higher than 𝑠 divided by the total 

number of firms. Then we regress the natural log of this probability on log sales. 

Finally we used the Gabaix-Ibragimov (2011) estimator, in which case one is to regress the natural log 

of Ranki – 1/2 of each firm in the sales distribution on its logged sales. 

(8)  ln(𝑅𝑎𝑛𝑘𝑖 − 1/2) = ln(𝑘) − 𝜁ln⁡(𝑆𝑖) 

As presented in the next section, these methods lead to similar results. 

4. Results 

We present the results below in the form of groups of tables – what we call “table” are three panels 

with results obtained with the use of three methods described in the previous section. The following 

results (Table 2)  are based on the whole set (2000) of firms. 
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Table 2. Estimation results – 2000 firms 

a) log rank regressed on log sales 

 

b) log probability regressed on log sales 

 

c) Gabaix-Ibragimov 

 

Source: authors’ own calculations. 

As one may observe, the results obtained with the use of different methods are quantitatively 

similar. In each case the estimated absolute value of the power law exponent is close to 1. It 

indicates the existence of Zipf’s law regarding firm-size distribution in Poland. These results are also 

quite similar to these obtained by di Giovanni and Levchenko (2013). They utilized ORBIS database 

and estimated power law exponent for 50 countries. For each country they used the year with the 
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largest number of firms – in practice, it was a year from the 2006 to 2008 range. Their result for 

Poland was slightly below 1 in absolute terms.  

Figure 3 plots a given dependent variable on log sales. As our quantitative results indicate, the 

relationship between variables in question resembles a straight line with the coefficient of around -1. 

Figure 3. The relationships illustrating the power law – 2000 firms 

a) log rank and log sales 

 

b) log probability and log sales 
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c) Gabaix-Ibragimov estimator 

 

Source: authors’ own calculations. 

Table 3 summarizes the results for 1500 firms. The estimated coefficients are even closer to -1.  The 

difference between these results and those for 2000 firms are rather small. 

Table 3. Estimation results – 1500 firms 

a) log rank regressed on log sales 

 

b) log probability regressed on log sales 
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c) Gabaix-Ibragimov 

 

Source: authors’ own calculations. 

The next results are based on the estimation of power law coefficient with the use of data for 1000 

firms only. Again, the estimation proves the existence of Zipf’s law. 

Table 4. Estimation results – 1000 firms 

a) log rank regressed on log sales 

 

b) log probability regressed on log sales 

 



13 
 

c) Gabaix-Ibragimov 

 

Source: authors’ own calculations. 

The last results are generated with the use of data for 500 firms. 

Table 5. Estimation results – 500 firms 

a) log rank regressed on log sales 

 

b) log probability regressed on log sales 
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c) Gabaix-Ibragimov 

 

Source: authors’ own calculations. 

The general finding is that power law exponent ζ is close to one, no matter the method applied or the 

sample size. At the same time, one may observe that when sample size is smaller, ζ becomes higher. 

Reduction in sample size by 500 firms means typically that the exponent’s value grows by around 

0.06. Therefore, the difference between the results obtained for the biggest and the smallest 

samples (2000 and 500 firms, respectively) is around 0.2. 

5. Conclusions 

The latest commonly available data on the sales of top 2000 companies in Poland proves that the 

firm-size distribution in Poland is well approximated by the Zipf’s law, a power law with exponent 

close to 1. Taking into account that we have used three estimation strategies and four restrictions on 

the sample size, none of which substantially affected the obtained results, our findings should be 

considered robust. 

One important observation is that in the case of our dataset, regardless of the restrictions limiting 

our sample to 2000, 1500, 1000 or 500 companies, or of the utilised estimation method, we obtain 

exponents close to 1. However, for more limited samples, excluding the smallest companies, the 

estimated power law exponent has a greater absolute value, while widening the sample pulls that 

result towards zero. This is consistent with di Giovanni and Levchenko (2013) and may suggest that 

while power law might as well in general be a good fit for the firm-size distribution as such (we are 

unable to test that due to lack of data about smaller companies), the Zipf’s law could be a weak case, 

appropriate only for the right tale of the firm-size distribution. 
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