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THE EVERYDAY OF DECISION-MAKING1

In this paper I will argue for the importance of studying the everyday of decision 
making, if we want to know more about what decision processes look like, how ra-
tional human beings are, and how we (if necessary) can improve decision making. 

1. Decision making without the everyday

When issues such as rationality and decision making are discussed, we often 
go back to standard decision theoretic descriptions of decision making, leading 
to recommended strategies such as the Principle of Maximizing Expected Utility. 
In order to use this principle we have to have access to at least two courses of 
action that lead to different outcomes. Savage (1954) describes this situation by 
a chef cooking an omelet. At the time of the decision this person has broken five 
good eggs into a bowl, but a sixth one is available. For some reason, this egg has 
to be used now or thrown away (perhaps the kitchen is closing for the summer?). 
Savage describes the situation in the following way: 

Act
State

good rotten
Break into bowl Six-egg omelet No omelet, and five good eggs 

destroyed
Break into saucer Six-egg omelet and a saucer to wash Five-egg omelet and a saucer to wash

Throw away Five-egg omelet and a good egg 
destroyed

Five-egg omelet

1 This paper is partly based on the chapter “Decision making in everyday life” (Wallin, 
2008), but has been updated and changed.
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In order to decide upon a course of action the chef will have to decide how 
good or bad each possible outcome is. This is done by assessing the utility of a six-
egg omelet, the same omelet with a saucer to wash, no good omelet and five good 
eggs destroyed, and so on. In addition the decision maker will have to have an idea 
of how probable it is that the egg is rotten. Once this is done, the expected utility for 
each possible action can be determined. For instance, the chef who thinks the prob-
ability of a rotten egg is low, and hates waste will probably break the egg directly into 
the bowl, whereas a cautious and hungry person will use the saucer. Bayesian deci-
sion theory states that a decision maker should always select the alternative with the 
highest expected utility. This is the Principle of Maximizing Expected Utility.

It is not entirely clear from the Principle of Maximizing Expected Utility how 
decision makers should proceed when making a decision. Should they make lists, 
like the one above, or do they have other options? The reason that Bayesian de-
cision theory is relatively mute on the specifics of decision-making is that it is 
a normative theory. It describes what a good decision looks like, but does not 
presume anything about how decisions are made. Nevertheless, the most obvi-
ous option for someone attempting to maximize expected utility is to identify 
each possible action and state of the world, to assign each state a probability and 
each possible outcome an utility. But although the recommendation to do so 
seems very sensible, it is not altogether easy to follow. As a matter of fact, the the-
oretical framework developed by Savage requires an agent that has, among oth-
er things, full information and infinite sensitivity. This is obviously not true for 
any living decision maker, but the intention of models of ideal rational behaviour 
(such as Savage’s) is not to be realistic, but rather to explore the nature of rational 
choice (cf. Sahlin et al., 2010; Wallin, 2013). 

2. Decision making without the everyday 
in judgment and decision-making

Interestingly, however, the ideal rational model (often named Economic 
man) has had a strong presence in the area of judgment and decision making de-
spite the fact that it is obviously unrealistic. This is not entirely unsurprising: af-
ter all it is a model of rational decision making, and alternative models are scarce. 
Ward Edwards explicitly introduced Economic man into the field of judgment 
and decision-making in the 1950s: 
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It is easy for a psychologist to point out that an Economic man who has the properties dis-
cussed above [complete information, infinite sensitivity, rationality] is very unlike a real 
man. In fact, it is so easy to point this out that psychologists have tended to reject out of 
hand the theories that result from these assumptions. This isn’t fair. […] The most useful 
thing to do with a theory is not to criticize its assumptions but rather to test its theorems. 
(Edwards, 1954: 382)

This approach was picked up by Amos Tversky and Daniel Kahneman’s 
heuristics and biases research. Perhaps it culminated with a Science paper (Tver-
sky, Kahneman, 1974), in which violations of some very fundamental “statisti-
cal rules” were summarized and described (ibid.: 1130). Among other things, 
participants did not seem sensitive to the prior probability of an outcome, to 
sample size, or to predictability. Through such deviations the authors argued for 
the existence of heuristics: simple decision rules described as being “highly eco-
nomical and usually effective”, but leading to “systematic and predictable errors” 
(ibid.: 1131). These, and similar results, have been famously described as having 
“bleak implications for human rationality” (Nisbett, Borgida, 1975: 935). How 
the results should be interpreted, whether participants violate fundamental sta-
tistical rules, and whether the implications for human rationality are truly bleak 
has been discussed since. The resulting debate has been named the rationality 
wars by Richard Samuels and colleagues (2002).

I will not focus on the rationality wars here, nor on the issue of how ratio-
nality has to be studied. I will simply point out that the research traditions that 
aim at studying how closely human behaviour approximates Economic man has 
a focus on using paper and pencil tasks where, for instance, sensitivity to prior 
probabilities is examined. This leads to famous and extremely well investigated 
tasks involving taxicabs, feminist bank tellers and Asian diseases that have little 
resemblance to the type of decisions and judgements we usually are engaged in. 
It is my strong belief that this research has to be complimented by studies of real 
life decision-making and this for three reasons. First, if our decision-making is 
shaped by anything, it is by common activities for which we receive feedback. 
Therefore, the decisions strategies shaped by, for instance, the tasks we accom-
plish in a supermarket, are more likely to influence our decision making regard-
ing complex issues such as choice of medical treatments, voting behaviour and 
economic commitments than the other way around. Second, if we study familiar 
tasks we will get a more realistic, useful and likely positive view of human ratio-
nality. Thirdly, the study object – the tasks with which decision making is usually 
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studied, is likely to have a great impact on what the resulting cognitive models 
are. In this I wholeheartedly agree with Ward Edwards when he says: “My own 
guess is that most successful models now available are successful exactly because 
of their success in describing tasks, not people” (Edwards, 1971: 640).

3. Why is it important to focus on the everyday?

Looking at real life decision situations it is obvious that decision makers do 
not compute the expected utility of each possible choice, as has been suggested 
by decision theoretical approaches to decision making. The important question, 
in my mind, then becomes how decisions are made – in real life settings – and in 
general.

One way in which my colleagues and I have tried to understand this is by 
investigating consumer behaviour in stores. By approaching people that do their 
everyday shopping we get a completely different decision task; a task that is fa-
miliar, where people are motivated, and where they over time receive feedback 
on the trade off between effort and decision outcomes. 

In one of our studies we observed shoppers buying (among other things) 
jam in a supermarket. These consumers had a choice of 91 different types of jam, 
all differing in taste, size, price, land of origin etc. in up to at least 90 different attri-
butes. Despite this plethora of information, the average participant spent only ap-
proximately half a minute contemplating his or her choice (Gidlöf et al., 2013b). 
If Bayesian decision theory is interpreted as a recommendation to compute the 
expected utility of every possible jar of jam, and to select the one that best satis-
fies the decision makers’ demands, grocery shopping would literally take forever. 
This state of affairs has been obvious to all researchers on decision-making, but 
regardless of this fact, the Principle of Maximizing Expected Utility was for a long 
time the only available description of how decisions are made. It was so ingrained 
in our way of thinking that researchers have spent decades trying to prove that it 
does not describe decisions in everyday life (see above). But if people do not list 
utilities and probabilities when they make a decision, what do they do? Can less 
taxing decision-making strategies still be reasonably successful? The answer is 
yes, but as we will see, decision quality then depends on the situation in which it 
is made. This is why I think that everyday decision-making is important. 

So then, what do consumers do it if they do not maximize expected utility?
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One possibility is that the consumers bought the same kind of jam they ordi-
narily prefer, not even trying to update their knowledge about the other available 
kinds. Such a strategy saves time, and given that the shoppers are happy with 
their default choice, it is bound to be reasonably successful. Note however that 
these consumers run the risk of ignoring an even better option – perhaps a jam 
similar to their preferred one in all respects except a lower price. Thus a shop-
per sticking with what he or she knows is willing to trade an optimal choice for 
a quick, sufficiently good one. Herbert Simon (1956) called this principle of try-
ing to find something “good enough” satisficing. 

There are many strategies of this type. Decision makers can, for instance, 
use the strategy elimination by aspects: first compare all jams with respect to one 
of their attributes, such as their price. If one jar is cheaper than the rest, pick it. 
If several jars remain, compare these (and only these) with respect to another 
attribute, such as how much fruit they contain. Continue searching through the 
attributes in this way until you are left with only one jar of jam (Tversky, 1972). 
It is of course possible that there is another jar of jam somewhere on the shelf 
that has a better combination of attributes than the one you picked. Thus, a con-
sumer eliminating by aspects is also satisficing. They trade the cost of not finding 
the best possible option for the gain of not having to spend too much time and 
energy searching for the jam they buy. Such strategies are generally quicker and 
less demanding than comparing the utility of each option. 

It is clear that people use relatively little time and information in most every-
day decisions. To remain within the supermarket setting, Hoyer (1984) observed 
consumers buying detergent and found that they spent on average 13 seconds in 
the isle. When they were approached and interviewed about their decisions an 
overwhelming majority (90%) gave merely one reason for their choice such as 
its price, or their experience with the products’ performance. That consumers 
pay little attention in such everyday decisions is further confirmed by the fact 
that if you approach consumers just after they have selected a product not even 
half of them can correctly estimate its price, and a fifth cannot even give a rough 
estimate (Dickson, Sawyer, 1990). It is highly unlikely that these decisions were 
made according to Savage’s recommendations. The consumers’ behaviour is far 
more similar to Simon’s satisficers. 

A decision maker using a relatively easily applied decision rule may also get 
additional advantages. There is some evidence that a decision that is too complex 
decreases in quality, both with respect to how satisfied and confident decision 
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makers are with their choice and with respect to how likely they are to actually 
decide. One way in which this can happen is if decision makers are given too 
much information. This phenomenon has been given several different names 
over the years: information overload, choice deferral, the too much choice effect, 
and the paradox of choice. A particularly elegant demonstration of how com-
plexity negatively affects decision makers is a study by the psychologists Sheena 
Iyengar and Mark Lepper (2000). They placed a tasting booth at an upscale su-
permarket where shoppers could stop and sample a variety of exotic jams. Some 
days the variety was larger, so that 24 types of jams were on offer. Other days only 
a subset of 6 of these 24 jams could be tasted (selected so that it contained the 2 
most and least popular jams, and two jams of medium popularity). The shoppers 
were about twice as likely to try some of the 24 jams than they were to do so with 
the smaller set. But far more of those that stopped and sampled from the small 
selection actually bought a jar of jam. 

One way this phenomenon has been explained is that it is too difficult to 
make a choice when the variety is large. A consumer choosing from a large variety 
will be confronted with more options, and someone trying to make an informed 
choice will thus have to consider more information. As a matter of fact, just tell-
ing people more about the properties of different options – such as the qualities 
of a particular jam – is enough to make choice more difficult and sometimes too 
difficult (Malhortra, 1982). Naturally the more information a decision rule re-
quires, the more affected will the decision maker be when the amount of infor-
mation increases. Thus it is possible that decision makers that rely on rules that 
require little information are less affected by the too much choice effect, that is, 
when they have to choose among many options, or are given lots of information 
about these options. 

On the other hand it is clear that a decision maker that ignores information 
runs the risk of making a bad choice in the sense that s/he misses an even bet-
ter opportunity. How worried should we be by this possibility? How much do 
decision makers loose by satisficing instead of optimizing? Even a satisficing de-
cision maker may end up with the best possible option, however that is defined. 
To determine how damaging it is to ignore information we have to consider also 
the environment in which a decision is made. For instance, simulations reveal that 
a decision maker looking at a single most important attribute – say, price in the 
case of grocery shopping – is still highly likely to select one of the best available 
options (within 90% of the best possible value) if the environment is such that 
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attractive features such as low price and a high content of fruit are positively cor-
related (Fasolo et al., 2007). For decisions in which positive attributes co-vary, 
decision makers that ignore all information except that pertaining to a single sub-
jectively important attribute will still make highly successful predictions. When 
positive attributes do not co-vary, ignoring information may lead to worse out-
comes. Thus an important aspect of decision-making is to select strategies that 
fit the environments in which they are used. Research in judgment and decision 
making indicate that people’s decision strategies vary with types of tasks and de-
cision environments (see for instance: Payne et al., 1993; Gigerenzer et al., 1999), 
and we know from our research that consumers in supermarkets are moderately 
successful (Gidlöf et al., 2013a). This leaves us with an important research ques-
tions: which strategies work well in which decision environments? (later on we 
will also ask how different decision strategies are activated).

4. Which strategies work well in which 
decision environments?

Decision strategies used in everyday life have to be frugal (i.e. require little in-
formation) and fast. It is impossible for a shopper facing almost a hundred types 
of jam to process all information carefully. Does this mean that we are bound to 
make bad choices? Actually not. Depending on the decision environment, fast 
and frugal decision strategies can be as successful as more complex strategies. 
They can even sometimes do better. 

Imagine, for instance, a group of American and German students trying to 
determine for long lists of randomly selected pairs of cities, which is the larger 
one. Is Dortmund larger than Munich or vice versa? And what about San Diego 
and Sacramento? When actual students are given the same choices a remarkable 
thing happens: the American students make equally good predictions for Ger-
man cities as they do for American ones (Gigerenzer, Goldstein, 1996; Gold-
stein, Gigerenzer, 1999; 2002). How can this be? 

The answer appears to be that ignorance is not random. Students, and peo-
ple in general, tend to recognize cities that are larger. Gigerenzer and Goldstein 
compared the number of mentions German cities got in the New York Times, 
and American cities in Die Zeit, and found a generally strong correlation between 
number of mentions and population size. If recognition is mediated by, for 
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instance, mentions in the press, the ecological validity of recognition is, in this 
case, quite high. This means that a relatively ignorant student can utilize the 
non-random character of his or her ignorance when making a choice. Students 
that are familiar with both cities cannot, and have to rely on other information, 
such as the fact that Sacramento is the state capital of California. Such knowl-
edge can be misleading (San Diego is actually bigger) and in such circumstances, 
knowing less can outperform knowing more. Ignorant people can make better 
choices – when the environment is right. 

The recognition experiment demonstrates that it is sometimes an advantage 
to be ignorant. But there is other evidence that simple decision rules, such as tak-
ing the city you recognize (the recognition heuristic), may do well. Czerlinski and 
colleagues (1999) constructed 20 decision environments in which decision mak-
ers (in this case simulations following pre-defined decision rules) could search in-
formation about pairs of options and pick their winner, just as in the city example 
above. They were, for instance, required to predict dropout rates at high schools 
in Chicago given information about such things as their proportion of low-in-
come students, non-white students and SAT scores. Another task was to predict 
the selling prices of houses in Pennsylvania based on information such as proper-
ty taxes, garage space and total living space. These decision environments were 
based on statistics textbooks and reports, and were as true to real life as they could 
be. The authors constructed different rules that could be used to predict which 
house would be more expensive or which high school would have fewer dropouts. 
Some were relatively complicated such as multiple regressions, and some added 
the pros and cons without assigning them any weights (Dawes’ rule). Other rules 
were even more simple, such as a rule that basically searched information in the 
order of its validity and made a decision as soon as one piece of information dif-
ferentiated between the options. Since the rule searches information in order of 
its validity, that is, how accurate a decision based on this information will be, the 
rule was called take-the-best (note its similarity to elimination-by-aspects). The 
decision rules were then allowed to train on half of the available data sets (setting 
weights, or learning the validity of the different pieces of information as best as 
they could), and to make predictions for the other half. In this task the take-the-
best-rule surprisingly outperformed both multiple regression, and Dawes’ rule. 
A rule that ignored most of the available information thus made better predictions 
than rules that took all of it into account. How can this be? The most probable ex-
planation is that the more complicated rules take information into consideration 
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that does not help them make correct predictions. They take too much of the in-
formation in the training set into account – and “overfit” to circumstances that do 
not generalize (cf. Martignon, Hoffrage, 1999).

The conclusion to draw from the above is that sometimes using less informa-
tion can be better – when the environment is such that it pays off. Nobel laureate 
Herbert Simon put it in the following way: “Human rational behavior is shaped 
by a scissors whose two blades are the structure of the task environment and the 
computational capabilities of the actor” (1990: 7). It is clear that most human en-
deavours (and in particular everyday decision-making) have to use limited time 
and resources. The fact that simple decision rules can perform so well thus gives us 
good reasons to assume that it is these types of strategies that people use in their 
day-to-day activities. Whether this intuition is true will have to be, and is current-
ly, tested in experimental studies. They will not be covered here. Instead the next 
question we will turn to is how people recognize which environment they are in.

5. When are different decision rules activated?

Oppenheimer (2003) challenged Gigerenzer and Goldstein’s recognition 
heuristic by constructing pairs of cities in which some where well-known and 
small (such as Chernobyl and Los Alamos) whereas others did not exist, but 
sounded like they were situated in densely inhabited areas (such as, Al Ahba-
hib, Weingshe, and Las Besas). Not surprisingly, participants were more likely to 
guess that the non-existing (and therefore not recognized) cities were larger. In 
a way this is not surprising, since these pairs of cities were explicitly constructed 
to recognitions’ disadvantage. However it points to an important question: what 
determines whether a decision rule is activated or not? 

One answer could lie in adaptation. With time and experience decision mak-
ers learn that a particular strategy is generally successful in a certain type of set-
tings (e.g. Payne et al., 1993; Gigerenzer et al., 1999). Such an adaptation can 
occur at both an individual and a cultural level (Wallin, 2007). Cultural and in-
dividual adaptation can also explain how particular decision rules could function 
unproblematically in relatively unknown environments. For instance, decision 
makers use possible causal relations between cues and criteria (the available in-
formation, and the outcome to be predicted) as a proxy for the ecological validity 
of each cue (Garcia-Retarmero et al., 2007). In this way, a rule such as take-the-
best can be used also for environments in which cue validity is unknown. 
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Another answer is that we often have no choice. Given the type of situation 
we are in, the time, information and computational resources available for a de-
cision may be small, and thus force us to use a relatively fast a frugal decision 
rule. A wonderful example of this is a study by Ap Dijksterhuis and colleagues 
(2006). They presented participants with more or less complex decisions, such 
as choosing a house or a car. One group of participants were given time to think 
about their choice, whereas others were prevented from conscious deliberation 
through a distractor task. Those that were given time to think about their choices 
were less likely to pick the best out of four cars when the choice was complex 
(i.e. the options had 24 attributes). When the choice was not complex (the op-
tions had only 4 attributes) those that had thought about their choice did better. 
Dijksterhuis and associates explain this by the advantages of unconscious pro-
cessing. Another explanation, that better fits the theme of this chapter, is that 
even if the environment determines that little time will be spent on a decision, 
reducing the information that is consciously processed in order to reach it might 
improve decision-making. 

Naturally there are also differences between people in how much time they 
spend on a decision, or which decision rules they use. There have been attempts 
to measure this as a personality trait with questionnaires such as “need for cog-
nition”. Dijksterhuis and colleagues complemented their laboratory studies with 
one in real life. They looked a choices made in two different actual stores. One 
of them offers relatively complex choices (IKEA) whereas the other sells more 
simple products such as clothing accessories (Bijenkorf). Costumers were ap-
proached as they exited the store and were asked to fill in a questionnaire aimed 
at identifying consumers who had thought a lot, or relatively little about their 
choice. Some weeks later the customers were contacted and asked how happy 
they were with their choice. Non-thinking consumers were generally more hap-
py with their complex choices, than thinking consumers were, and the opposite 
effect was found for the less complex products. 

6. Summary

The goal of this chapter has been to show that everyday decision making 
matters. It is not enough to construct formal, normative, models of how deci-
sions should be made, because these models are difficult to apply to real life deci-
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sion tasks. Furthermore, the environments in which decisions are made to a large 
extent determine the success of different decision rules. Given the right environ-
ment, ignorance can even outperform knowledge. There are many, highly use-
ful, shortcuts to good decision making, such as exploiting ignorance, imitating 
others, or ignoring less important information. Such decision strategies can only 
be fully understood if we study the environments of everyday reasoning. 
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