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Preface

These notes are meant for graduate students and young researchers
interested in the theory of noncommutative Lp and Orlicz spaces. We
assume the reader has a basic knowledge of functional analysis, in partic-
ular that he or she is acquainted with the spectral theory and functional
calculus of both bounded and unbounded self-adjoint operators. Knowl-
edge of the theory of operator algebras is not strictly indispensable, but
would be very helpful. In chapter 1 we have gathered results from that
theory needed for the rest of the book. All this material is standard,
and we highly recommend the prospective reader to have on her or his
shelves at least one of the following excellent sources: “Operator algebras
and quantum statistical mechanics 1” by Bratteli and Robinson, two vol-
umes of “Fundamentals of the theory of operator algebras” by Kadison
and Ringrose [KR83, KR86], “Lectures on von Neumann algebras” by
Strǎtilǎ and Zsidó [SZ79] or “Theory of Operator Algebras I” by Takesaki
[Tak02]. For more advanced material, Takesaki’s “Theory of Operator
Algebras II” [Tak03a] and Strǎtilǎ’s “Modular Theory in Operator Al-
gebras” [Str81] are among the best. Blackadar’s encyclopedic “Operator
algebras” [Bla06] is excellent for those who would like to find a piece of
information quickly.

This is of course not the first set of notes to be written on noncom-
mutative Lp-spaces. The mathematical community has for example long
been served by the notes of Marianne Terp [Ter81]. One major difference
in the present set of notes is the extent to which we have incorporated on
the one hand the technologies of noncommutative decreasing rearrange-
ments as developed by Fack and Kosaki [FK86], and on the other the
fairly recent technology of Orlicz spaces for general von Neumann alge-
bras [Lab13]. The theory of Orlicz spaces we present here stems from
the research interests of the second-named author. As yet no exposition
of this theory paralleling Terp’s notes on Lp-spaces is in existence. Part
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8 Preface

of the aim of the present set of notes is to remedy this shortcoming. The
importance of Orlicz spaces is explained in the Introduction, and on the
basis of that explanation we do feel that these spaces are worthy of serious
study. In addition to the issues mentioned in the Introduction, the refine-
ment brought about by the development of this technology have enabled
us to come up with a much smoother, more streamlined path through the
theory of Haagerup Lp spaces.

Chapter 1 revises essential background with chapters 2 to 4 presenting
what may be regarded as the noncommutative theory of measures and
measurable functions, and chapters 5 to 7 the noncommutative theory
of spaces of measurable functions. Readers wishing to get to the tracial
theory of noncommutative Lp-spaces as quickly as possible should at least
master the material on traces and τ -measurable operators in chapters 2
and 3, and then read chapter 4 and section 5.1 of chapter 5. The theory of
Haagerup Lp-spaces, which is valid for arbitrary von Neumann algebras,
is ultimately presented in 7. For this theory to be comprehensible all of
chapters 4 and 5 needs to be covered (including section 5.2) and a high
degree of familiarity achieved with Theorems 6.50, 6.62, 6.65, 6.72, 6.74,
and of Propositions 6.61, 6.67, and 6.70. The theory of Haagerup Lp-
spaces is deeply intertwined with the theory of crossed products. Readers
wishing to ultimately master the deeper subtleties of Haagerup Lp-spaces
are therefore advised to at some stage take the time to master chapter 6
in its entirety.

Manuscripts which greatly assisted in galvanising our thoughts regard-
ing these notes include the iconic notes of Terp [Ter81], the extremely
useful paper of Fack and Kosaki [FK86], the more recent very elegant
set of notes by Xu [Xu07], and the unpublished monograph of Dodds, de
Pagter and Sukochev [DdPS]. (We are deeply grateful to the authors for
sharing a draft copy with us.) There are of course many people who in
different ways have directly or indirectly contributed to getting the notes
to the point where they are now. People like Jurie Conradie, Pierre de
Jager and Claud Steyn, who read large tracts of the preliminary draft of
these notes. However, some individuals deserve special mention.

SG: First of all, I would like to thank Martin Lindsay and Jill Ander-
son for their long-standing friendship and extraordinary hospitality. The
time I spent with Martin was also very important for my life as a mathe-
matician. I am grateful to Oleg Tikhonov for making me acquainted with
a series of excellent papers of Trunov [Tru78, Tru82, Tru85] and other
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representatives of Kazan’s group [STS02], and turning my attention to
the papers [Gar79] [HKZ91]. Warm thanks to my colleagues and friends
Andrzej Łuczak, Adam Paszkiewicz, Hanna Podsędkowska, Andrew Tom-
linson and Rafał Wieczorek for their help in reducing the number of errors
in this work.

LL: I would like to particularly thank Adam Majewski, whose insight
into physics and ability to apply noncommutative Lp spaces to concrete
problems in physics was a constant inspiration, and my wife who in so
many ways supported and encouraged me all along. I also want to ac-
knowledge the kindness and grace of God who carried me through all the
dark days of physical challenges and gave me the strength to finish this
work.

Both of us are grateful to Adam Skalski, for his very insightful review
of the book.





Introduction

The theory of operator algebras originated from a paper of John von
Neumann [vN30] from 1930, followed by a series of papers of Francis
Murray and himself ([MvN36], [MvN37], [vN40], [MvN43], [vN49])
from 1936 to 1949 on “rings of operators”. The measure theoretic or prob-
abilistic aspects of those such rings equipped with trace-like functionals
were clear to von Neumann from the very beginning. In [MvN36] the
authors write about the trace value T (A) of an operator A as an “a priori
expectation value of the observable A”. This is even more strongly pro-
nounced in section 8 of the same paper, where the dimension function is
used to measure projections, just as we measure sets in classical measure
theory. The next major steps forward were made by Irving Segal [Seg53]
and Jacques Dixmier [Dix53] in 1953. For a semifinite von Neumann al-
gebra with a faithful normal semifinite trace, Segal introduced the algebra
of measurable operators and introduced L1, L2 and L∞, whilst Dixmier
defined all the Lp-spaces. The term “von Neumann algebra” was coined
by Dixmier in [Dix57], a first book on the subject of “rings of operators”.
(Now one can use either the second French edition [Dix96a] or the English
one [Dix81].) The 1975 paper of F.J. Yeadon then provided a very com-
plete discussion of Lp-spaces in the tracial case [Yea75]. The important
notion of a τ -measurable operator was introduced by Edward Nelson in
[Nel74]. The significance of this concept is that it enables one to realise
the tracial Lp-spaces as concrete spaces of operators.

Further progress would’ve been impossible without the modular the-
ory of Minoru Tomita and Masamichi Takesaki [Tak70]. Using this the-
ory, the first constructions of non-commutative Lp-spaces for general von
Neumann algebra appeared at the end of 70s. They were due to Uffe
Haagerup [Haa79a] and Alain Connes [Con80]. The Haagerup construc-
tion was beautifully presented in the notes of Marianne Terp [Ter81],
and the Connes construction by Michel Hilsum [Hil81]. These are far
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12 Introduction

from being the only known constructions; one may for example note the
ingenious construction of Huzihiro Araki and Tetsuya Masuda [AM82]
using only relative modular operators, but they are certainly the most
successful ones. Especially Haagerup’s Lp spaces are now ‘standard’ —
if we speak about non-commutative Lp-spaces for general von Neumann
algebras without giving any names, we certainly mean Haagerup’s spaces.
One more approach to non-commutative Lp-spaces needs to be mentioned
here: they can all be viewed as interpolation spaces. Marianne Terp
[Ter82] first proved this fact in the setting of Connes-Hilsum Lp-spaces
with Hideki Kosaki then shortly afterward publishing a “Haagerup ori-
ented” interpolative construction of Lp-spaces in the state case (σ-finite
algebras) [Kos84a].

Non-commutative Lp spaces feature in a variety of applications, of
which we only mention one of the first ones, by Ray Kunze [Kun58],
to Lp-Fourier transforms on locally compact unimodular groups. This
very early paper is interesting since it also combines the results of Segal
and Dixmier on Lp-spaces, to, for the first time, realize these spaces as
spaces of measurable operators. Among other results, Kunze proved a
Hausdorff-Young inequality in this setting. One would expect a gener-
alization of his results to Haagerup spaces and non-unimodular groups,
and in fact such results were obtained by Terp [Ter17]. The applica-
tion of noncommutative harmonic analysis of Hausdorff locally compact
groups also clearly shows that these spaces occur naturally, and not as
some very exotic pathological phenomenon. Specifically given a Hausdorff
locally compact group G, one may form the group von Neumann algebra
which is the von Neumann algebra generated by the left-shift operators
on L2(G). If one is interested in quantum harmonic phenomena, it then
makes sense to do Fourier analysis on the noncommutative Lp spaces as-
sociated with this algebra as Kunze did. The nature of the algebra one
has to deal with depends on the nature of the group one starts with, with
“wilder” groups leading to wilder group von Neumann algebras. There is
in fact now renewed interest in noncommutative harmonic analysis with
a lot of attention being given to Quantum Groups and Fourier multipli-
ers. There are a large number of researchers currently working on this
topic - too many to all mention here. We therefore content ourselves
with mentioning a mere sampling of papers ([Cas13, CdlS15, CFK14,
DKSS12, DFSW16, FS09, JMP14, JNR09, CPPR15, NR11]) in-
volving Martijn Caspers, Matt Daws, Mikael de la Salle, Pierre Fima,
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Uwe Franz, Marius Junge, Pawel Kasprzak, Tao Mei, Mathhias Neufang,
Stefan Neuwirth, Javier Parcet, Mathilde Perrin, Éric Ricard, Zhong-Jin
Ruan, Adam Skalski, Piotr Soltan, and Stuart White. At the same time
we offer our sincere apologies to authors who may feel slighted by their
exclusion from this incomplete list.

Noncommutative Orlicz spaces started with the papers of Wolfgang
Kunze on the one hand and Peter Dodds, Theresa Dodds and Ben de
Pagter on the other. The first introduces these spaces directly in a very al-
gebraic way (see [Kun90], [ARZ07]), whereas the other introduces them
as part of the category of Banach function spaces (see [DDdP89]). Ulti-
mately these two approaches can be shown to be equivalent (see [LM11]).
It is interesting to note that the papers [Kun90, DDdP89] were devel-
oped independently with each sparking a tradition which for some time
developed independently of each other. This can be seen by looking at the
citation profile of these two papers. It was only recently that this theory
was extended by Labuschagne to even the type III context [Lab13].

At this point we should note that the paper of Dodds, Dodds and
Pagter [DDdP89] in no small way helped synthesize ideas of several au-
thors that had been brewing behind the scenes for some time and as such
helped to kick-start a very successful and burgeoning theory of noncom-
mutative rearrangement invariant Banach function spaces, which has at-
tracted a very large number of adherents. Readers wishing to know more
should consult the survey paper of Ben de Pagter [dP07] and the refer-
ences therein. Yet despite the great success of this theory, it is at present
only know to hold in the semifinite setting. The only known extension of
this theory to the type III setting, is the theory of Orlicz spaces which we
present in these notes. Though the type III theory of Orlicz spaces has re-
ceived little attention to date, our hope is that a deeper understanding of
this theory by the mathematical community, will help to pave the way for
the ultimate extension of the theory of rearrangement invariant Banach
function spaces to the type III setting. However as can be seen from the
discussion below, there are justifications reaching beyond mathematics for
studying these spaces.

Much of the current motivation for studying these spaces comes from
Physics. Although we shall not cover any of these applications in these
notes, it is nevertheless instructive to review them. The issue of return
to equilibrium is for example still not fully settled in Quantum Statistical
Mechanics (QSM). For this issue to be settled a better understanding of
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entropy for QSM is required. At a naive level one may for semifinite
algebras consider the formal quantity τ(f log(f)) as starting point for a
quantum theory of entropy. The problem with the current QM formalism
where the pair (L1, L∞) is used as “home” for states and observables,
is that the L1 topology is notoriously bad at distinguishing states with
“good” entropy. In this topology one may have a sequence (fn) of positive
elements of L1 converging to some f for which τ(f log(f)) is a well-defined
finite quantity, but with τ(fn log(fn)) infinite for each n. So a better
technology for studying entropy is required. In addition to the above log-
Sobolev inequalities also play an important role in studying the “return to
equilibrium” issue (see the concluding remarks in for example [Zeg90]). So
such a technology should also be well suited to such inequalities. These two
factors already strongly suggest the use of noncommutative Orlicz spaces
as the appropriate technology. However the classical theory of entropy
itself also suggests Orlicz spaces as the appropriate tool.

Let us quote from [LM]:The origins of a quantity representing some-
thing like entropy may be found in the work of Ludwig Boltzmann. In his
study of the dynamics of rarefied gases, Boltzmann formulated the so-called
spatially homogeneous Boltzmann equation as far back as 1872, namely

∂f1
∂t

=
∫
dΩ
∫
d3v2I(g, θ)|v2 − v1|(f ′

1f
′
2 − f1f2)

where f1 ≡ f(v1, t), f ′
2 ≡ f(v′

2, t), . . . , are velocity distribution functions,
I(g, θ) denotes the differential scattering cross section, dΩ the solid angle
element, and g = |v|.

The natural Lyapunov-type functional for this equation is the so-called
Boltzmann H-function, which is

H+(f) =
∫
f(x) log f(x)dx,

where f is a postulated solution of the Boltzmann equation. The connec-
tion to entropy may be seen in the fact that the classical description of
continuous entropy S differs from the functional H only by sign. Hence
Boltzmann’s H-functional may be viewed as the first formalisation of the
concept of entropy. Lions and DiPerna were the first to rigorously demon-
strate the existence of solutions to Boltzmann’s equation. (Lions later re-
ceived the Fields medal for his work on nonlinear partial differential equa-
tions.) Their solution was for the density of colliding hard spheres, given
general initial data (see for example [DL88, DL89] for a sampling of this
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work). Villani subsequently announced, see [Vil02], Chapter 2, Theorem
9, that for particular cross sections (collision kernels in Villani’s termi-
nology) weak solutions of Boltzmann equation are actually in L log(L+1).
So one consequence of the work by these authors was to give a strong in-
dication that the Orlicz space L log(L + 1) is the appropriate framework
for studying entropy-like quantities like the Boltzmann H-functional.

Physicists who on the basis of these facts strongly advocated the use
of noncommutative Orlicz spaces for studying QSM include Ray Streater
[Str04], Boguslaw Zegarlinski [ARZ07] and Adam Majewski [Maj17].
The 1995 paper of Giovanni Pistone and Carlo Sempi [PS95] added an-
other strand of thought to this mix of ideas, namely the concept of regular
observables. In [PS95] the authors introduce a moment generating class of
random variables which they call regular random variables, and then go on
to show that the weighted Orlicz space Lcosh −1(X,Σ, f dν) forms the natu-
ral home for these regular random variables. The significant fact regarding
this concept, is that the space Lcosh −1 is (up to isomorphism) the Köthe
dual of L log(L+1). One may therefore expect that at the quantum level,
noncommutative versions of Lcosh −1 would similarly be home to regular
observables. This was formalised in the paper [LM11]. So the picture that
begins to emerge is that the (dual) pairing (L log(L+ 1), Lcosh −1) may be
better suited to studying and refining QSM (and ultimately clarifying the
issue of return to equilibrium) than the more classical pairing of (L1, L∞).
Readers should note that such a paradigm shift will in no way impact the
well-established paradigm for elementary QM pioneered by Paul Dirac et
al., since in the case of B(H) the two approached agree (as was shown in
[LM11]). The utility of this pairing for the noncommutative context was
strongly demonstrated in [ML14].

Thus far all the theory we have presented was developed in the context
of semifinite von Neumann algebras. That in itself is a problem since it
is known that many of the most important von Neumann algebras in
Quantum Physics are necessarily type III algebras (see [Yng05]). One
may also note the work of Robert Powers. In [Pow67] Powers studied
representations of uniformly hyperfinite algebras. The types of algebras
Powers studied may in Physical terms be regarded as thermodynamic
limits of an infinite number of sites, with the algebra M2(C) associated
to each site. (See [Maj17] for details of the Physical interpretation of
Powers’ result.) Yet despite the simplicity of these “local” algebras, the
algebra obtained in the limit turned out to be a type III algebra. To
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appreciate the significance of this fact, readers should take note of the
fact that type III algebras exhibit markedly different behaviour than their
semifinite cousins. Consider for example the work of Stephen Summers
and Reinhard Werner [SW87] who made the almost shocking discovery
that in local algebras corresponding to wedge-shaped regions in QFT,
Bell’s inequalities are maximally violated in every single vector state! Thus
for a theory of noncommutative Orlicz spaces to fully address the challenge
emanating from Physics, one dare not ignore the type III setting. A
theory of Orlicz spaces for type III algebras therefore had to be developed.
This was eventually done in [Lab13], and then slightly refined in [LM].
However type III algebras do not admit f.n.s. traces. Hence in passing to
type III algebras an alternative prescription for entropy to the naive one
of τ(f log(f)) needed to be found. This was ultimately done in [ML18].
The contribution of the paper [LM] was to show that complete Markov
dynamics canonically extends to even the most general noncommutative
Lcosh −1 spaces. The theory of noncommutative Orlicz spaces is therefore
now well set for an onslaught on the challenge of further refining and
developing QSM.

It is of interest to note that in a recent preprint [LM17], noncom-
mutative Orlicz spaces were also shown to naturally occur in Algebraic
Quantum Field Theory. The significance of these spaces for Physics there-
fore reaches beyond just QSM. Readers wishing to know more about these
applications to physics and also about what still needs to be done should
consult not just the references mentioned above, but pay careful heed
to the paper [Maj17] and the references mentioned therein. This paper
clearly outlines some of the remaining challenges and the development
they require.



CHAPTER 1

Preliminaries

In this chapter we gathered various facts from functional analysis and
the theory of operator algebras that we will use freely in the sequel. There
are many excellent books on functional analysis, so the reader will find
the material we use, for example that on spectral theory, without any
problems. One book that stands out for future operator-algebraists is
Gert Pedersen’s “Analysis Now” [Ped89].

Section 1.1 sets the stage for future material on operator algebras.
In particular, it identifies various classes of elements of a C∗-algebra and
introduces functional calculi that will be used in the sequel. In Section
1.2 we deal mainly with various topologies in B(H) and with Borel func-
tional calculus. Section 1.3 gathers most important notions and results
on von Neumann algebras, together with a Structure Theorem 1.86. Sec-
tions 1.4 and 1.5 deal with general unbounded operators and with those
unbounded operators that “almost belong” to a von Neumann algebra. Fi-
nally, Section 1.6 introduces a useful notion of generalized positive opera-
tors, corresponding to not-necessarily densely defined unbounded positive
self-adjoint operators.

1.1 C∗-algebras

In this section we will give definition and the most basic properties of
C∗-algebras. In addition to the monographs already mentioned in the In-
troduction, the reader interested in the theory of C∗-algebras could learn
a lot from the classical book of Naimark [Năı72] and books of Sakai
[Sak71], Dixmier [Dix96b], Pedersen [Ped18], Murphy [Mur90], Arve-
son [Arv76], Fillmore [Fil96] and Davidson [Dav96].

Definition 1.1. An algebra with involution or a ∗-algebra A is a (com-
plex) algebra with a map a 7→ a∗ from A into itself satisfying (λa)∗ = λ̄a∗,
(a+ b)∗ = a∗ + b∗, (ab)∗ = b∗a∗ and a∗∗ = a.

17



18 Preliminaries

Definition 1.2. A Banach algebra is a (complex) algebra that is also
a Banach space, with a submultiplicative norm: ∥ab∥ ≤ ∥a∥∥b∥. A Banach
algebra with involution is a Banach algebra with involution satisfying ad-
ditionally ∥a∗∥ = ∥a∥. A Banach algebra with involution is said to be an
(abstract) C∗-algebra if the norm satisfies the C∗-condition: ∥a∗a∥ = ∥a∥2.
If the C∗-algebra is unital, we denote its unit by 1; then ∥1∥ = 1.

Remark 1.3. The natural morphisms between two *-algebras A and
B are algebraic homomorphisms I which preserve the involutive struc-
ture in that I (a∗) = I (a)∗ for all a ∈ A. Such homomorphisms are called
*-homomorphisms (*-isomorphisms if they are injective). It is well-known
that any *-homomorphism from one C∗-algebra into another is automat-
ically contractive (see, for example, [Tak02, Proposition I.5.2]). Hence
the *-homomorphisms are also the natural morphisms for the category of
C∗-algebras.

As seen from the above, C∗-algebras constitute a subclass of the class
of Banach algebras. The importance of this particular subclass stems from
the following:

Example 1.4. There are two prototypical examples of C∗-algebras:
(1) C0(X), where X is a locally compact Hausdorff space, and C0(X)

denote continuous functions on X vanishing at infinity. With the
supremum norm and the natural involution f 7→ (f̄ : x 7→ f(x))
it becomes a commutative C∗-algebra. For compact X we get a
unital commutative C∗-algebra C(X), with unit 1 := 1X .

(2) B(H), where: H is a complex Hilbert space with the inner prod-
uct ⟨· , ·⟩, linear in the first and antilinear in the second argument;
the norm on H denotes the norm given by the inner product;
B(H) consists of bounded (or continuous) linear operators on H.

A linear map a : H → H is bounded if
∥a∥ := sup{∥aξ∥ : ∥ξ∥ ≤ 1} < ∞.

Endowed with the operator norm, B(H) becomes a Banach space.
With the usual algebraic operations and the adjoint map a 7→ a∗,
where a∗ satisfies ⟨aη, ξ⟩ = ⟨η, a∗ξ⟩, B(H) becomes a ∗-algebra.
The operator norm satisfies all the conditions of a C∗-norm, turn-
ing B(H) into a C∗-algebra with unit 1 := 1H .

To show the importance of the first example, we will introduce the
notion of a spectrum of a commutative C∗-algebra A. Namely:
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Definition 1.5. The spectrum of A, denoted by Sp(A), is the set of
characters of A, i.e. non-zero homomorphisms of A into C.

Since Sp(A) is contained in A∗, we can endow it with the (restriction
of) the weak*-topology:

Proposition 1.6. The space Sp(A) endowed with the restriction of
the σ(A∗,A)-topology is locally compact Hausdorff. It is compact if A is
unital.

Definition 1.7. For any a ∈ A, let â denote a map from C0(Sp(A))
into C given by â(χ) := χ(a). The map a 7→ â from a into C0(Sp(A)) is
called the Gelfand transform.

Theorem 1.8 (Gelfand-Naimark theorem for abelian C∗-algebras).
Every commutative C∗ algebra A (resp. unital commutative C∗ algebra)
is isometrically isomorphic to C0(Sp(A)) (resp. C(Sp(A))), with the iso-
morphism given by the Gelfand transform. Given two commutative C∗-
algebras A and B, there is moreover a bijective correspondence between ∗-
homomorphisms I : A → B and continuous functions ϑ : Sp(B) → Sp(A)
given by the formula Î (a) = â ◦ ϑ for all a ∈ A.

It is well known that topological properties of a locally compact or
compact space X can be read from algebraic properties of C0(X) or C(X).
Thus one can treat ‘commutative’ topology (or at least a part of it) as
the study of commutative C∗-algebras. That is why the general theory of
C∗-algebras is often called ‘noncommutative topology’.

We turn now to the second example. It is obvious that norm-closed
∗-subalgebras of B(H) become themselves C∗-algebras. C∗-algebras ob-
tained in this way are called concrete or represented. One prominent
example is a (in general non-unital) algebra K(H) of compact operators
on H. To go from an abstract to a concrete C∗-algebra, we need a notion
of a representation.

Definition 1.9. By a representation π of a ∗-algebra A on a Hilbert
space H we understand a ∗-homomorphism from A into B(H). A repre-
sentation π is faithful if its kernel is {0}, and non-degenerate if π(A)H is
(norm) dense in H.

Theorem 1.10 (Gelfand-Naimark theorem for general C∗-algebras).
Every abstract C∗-algebra A is isometrically isomorphic to a represented
one, i.e. there exists a (faithful) representation π of A on some Hilbert
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space H such that ∥π(a)∥ = ∥a∥ for all a ∈ A and π(A) is a C∗-subalgebra
of B(H).

The possibility of switching between abstract and represented pictures
is of fundamental importance. We will often use the possibility of changing
the representation so that it suits our needs.

Various classes of elements of C∗-algebras correspond to various classes
of bounded operators:

Definition 1.11. Let A be a C∗-algebra. An element a ∈ A is called
self-adjoint or hermitian if a = a∗, normal if a∗a = aa∗, unitary if aa∗ =
a∗a = 1 and positive if a = b∗b for some b ∈ A. The self-adjoint elements
of A are denoted by Ah and the positive elements by A+. We write a ≤ b
for a, b ∈ Ah if b− a ∈ A+.

Remark 1.12. The self-adjoint part Ah of a C∗-algebra A becomes
an algebra when equipped with the so-called Jordan product a ◦ b =
1
2(ab + ba). The morphisms on A which behave well with respect to this
structure, are the so-called Jordan *-morphisms, namely linear maps J
from one C∗-algebra A into another B which preserve both involution and
the Jordan product. In other words J (a∗) = J (a)∗ and J (a ◦ b) =
J (a) ◦ J (b). It is well-known that Jordan *-morphisms on C∗-algebras
are also automatically contractive, and that they satisfy the following
useful identities for all a, b, c ∈ A:

(1) J (aba) = J (a)J (b)J (a)
(2) J (abc) + J (cba) = J (a)J (b)J (c) + J (c)J (b)J (a)
(3) [J (ab) − J (a)J (b)][J (ab) − J (b)J (a)] = 0

Definition 1.13. Let A be a unital C∗-algebra. The spectrum sp(a)
of an element a ∈ A is the set

{λ ∈ C : a− λ1 is not invertible in A}.

Proposition 1.14. For any element a ∈ A, sp(a) is a compact subset
of {λ ∈ C : |λ| ≤ ∥a∥}. If a is self-adjoint, then sp(a) ⊆ R, if a is positive,
then sp(a) ⊆ R+. If p is a self-adjoint idempotent, then sp(p) ⊆ {0, 1}, and
if u is unitary, then sp(p) ⊆ {λ ∈ C : |λ| = 1}. Moreover if B is a unital
C∗-subalgebra of A, then for any a ∈ B, spA(a) = spB(a).

We introduce two functional calculi valid for this context. When work-
ing with non-normal operators one may use the so-called holomorphic
functional calculus which is based on Cauchy’s integration formula.
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Theorem 1.15 (Holomorphic functional calculus). Let a ∈ A be given,
let D be a simply-connected domain containing sp(a) and Γ a simply closed
positively oriented contour inside D encircling sp(a). Then, for any func-
tion f holomorphic on D,

f(a) =
∫
γ
f(z)(z1− a)−1 dz

is a well-defined element of A. In fact, the prescription f → f(a) yields an
algebra homomorphism from the set of functions which are holomorphic
on D into A which maps the function ι : z 7→ z onto a.

When dealing with normal elements of a C∗-algebra, one has access
to the more powerful continuous functional calculus.

Theorem 1.16 (Continuous functional calculus). Let A be unital and
a ∈ A normal. There exists a unique ∗-isomorphism f 7→ f(a) from
C(sp(a)) onto the C∗-subalgebra of A generated by a and 1, mapping
ι : t 7→ t onto a and satisfying ∥f∥∞ = ∥f(a)∥ for each f ∈ C(sp(a)).

Corollary 1.17. Any a ∈ A can be written as a linear combination
of four unitaries.

Corollary 1.18. If a ∈ A+, then there is a unique element b ∈ A+,
such that b2 = a.

Definition 1.19. We denote the element in A+ whose square is a ∈
A+ by a1/2. For any a ∈ A, we define |a| := (a∗a)1/2, and call it the
absolute value or modulus of a.

We pause to collate some basic properties of the cone A+.

Proposition 1.20. Let A be a C∗-algebra.
(1) For any a ∈ Ah the elements a± = 1

2(|a| ± a) belong to A+,
and are the unique elements of A+ satisfying a = a+ − a− and
a+a− = 0. In the case where A is unital we have for any a ∈ A+
that a ≤ ∥a∥1.

(2) If 0 ≤ a ≤ b for some a, b ∈ A, then
(a) 0 ≤ ar ≤ br for any 0 < r ≤ 1,
(b) ∥a∥ ≤ ∥b∥,
(c) 0 ≤ c∗ac ≤ c∗bc for any c ∈ A,
(d) in the case where A is unital we have that 0 ≤ (b+ λ1)−1 ≤

(a+ λ1)−1 for any λ > 0
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The above technology now enables one to introduce the important
notion of approximate identity:

Theorem 1.21. Let L be a left ideal of a C∗-algebra A. Then there is
a net (fλ) of positive contractive elements of L such that fλ increases as
λ increases, and limλ ∥afλ − a∥ = 0 for all a ∈ A. A similar claim holds
for right-ideals.

Definition 1.22. Let m be a left (resp. right) ideal of a C∗-algebra
A. A net (fλ) of positive contractive elements of m is called a right (resp.
left) approximate identity of m, if fλ increases as λ increases, and
limλ ∥afλ − a∥ = 0 (resp. limλ ∥fλa− a∥ = 0) for all a ∈ A.

We are now moving to linear forms on a C∗-algebra A.
Definition 1.23. A linear functional ω on A is said to be real or

hermitian if ω(a) ∈ R for all a ∈ Ah, and positive if ω(a) ≥ 0 for any
a ∈ A+. A positive functional of norm 1 is called a state. A positive
functional ω on A is called faithful if ω(a) = 0 for a ∈ A+ implies a = 0.

Proposition 1.24. A positive linear functional on a C∗-algebra A is
automatically bounded, i.e. ω ∈ A∗

+. If the algebra A is unital (with unit
1), then ∥ω∥ = ω(1).

Definition 1.25. If A is a C∗-subalgebra of B(H) and ξ ∈ H, then
ωξ : a 7→ ⟨aξ, ξ⟩ is a positive linear functional on A. If ∥ξ∥ = 1, then ωξ is
a state, called a vector state.

The following definition introduces an important class of linear forms:
Definition 1.26. A functional ω ∈ A∗ is called tracial if ω(ab) =

ω(ba) for all a, b ∈ A.
Notation 1.27. For ω ∈ A∗

+ we write Nω := {a ∈ A : ω(a∗a) = 0}.
It is easy to see that Nω is a left ideal in A. If ω is tracial, then the

ideal is two-sided.
Notation 1.28. For ω ∈ A∗

+ we denote by ηω the quotient map A ∋
a 7→ a + Nω ∈ A/Nω. We denote by ⟨·, ·⟩ω the inner product on A/Nω

defined by ⟨ηω(a), ηω(b)⟩ω := ω(b∗a).
The Cauchy-Bunyakovsky-Schwarz (CBS for short) inequality for the

above inner product leads to an important inequality for elements of A∗
+:

|ω(b∗a)|2 ≤ ω(a∗a)ω(b∗b). (1.1)
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To construct a faithful representation of an abstract C∗-algebra on
a Hilbert space we use an ingenious Gelfand-Naimark-Segal construction
(GNS for short).

Definition 1.29 (GNS representation). Let Hω be the Hilbert space
completion of A/Nω with the inner product from Notation 1.28. Then
πω(a) : ηω(b) 7→ ηω(ab) extends to a bounded operator on Hω. The rep-
resentation πω of A on Hω obtained in this manner is called the GNS
representation of A associated with ω.

1.2 Bounded operators

In this section we gather important information on bounded operators
on a Hilbert space H. For functional calculi for self-adjoint (or normal)
operators, we recommend first volume of Kadison and Ringrose [KR83],
Strătilă and Zsidó [SZ79] and Arveson [Arv02].

We have special notation for the most important classes of bounded
operators on H:

Definition 1.30. The operators satisfying ⟨aη, ξ⟩ = ⟨η, aξ⟩ for all
ξ, η ∈ H are called self-adjoint or hermitian and the real subspace of self-
adjoint operators is denoted by B(H)h. A bounded operator a is positive
if ⟨aξ, ξ⟩ ≥ 0 for all ξ ∈ H (or, equivalently, if a is positive as an element
of the C∗-algebra B(H)), and the pointed cone of positive operators is
denoted by B(H)+. For a, b ∈ Mh, we say that a ≤ b if ⟨aξ, ξ⟩ ≤ ⟨bξ, ξ⟩
for any ξ ∈ H.

It is obvious that a ∈ B(H) is self-adjoint (resp. positive) in the above
sense if and only if it is self-adjoint (resp. positive) as an element of the
C∗-algebra B(H). Similarly, it is clear that a ≤ b means the same for a, b
treated as bounded operators on H and elements of the C∗-algebra B(H).

Definition 1.31. An (orthogonal) projection p is a bounded operator
on H satisfying p = p∗ = p2, and the complete lattice of projections is
denoted by P(B(H)). We write p⊥ for an (orthogonal) complement of p.
Projections p, q are orthogonal, which is written as p ⊥ q, if pq = 0. An
orthogonal family is a family of mutually orthogonal projections.

Definition 1.32. An operator u ∈ B(H) is unitary if u∗u = uu∗ = 1,
an isometry if u∗u = 1, and a partial isometry if p := u∗u is a projection.
Then q := uu∗ is also a projection, and p and q are called, respectively,
the initial and final projection of u.
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Besides the norm (or uniform) topology on B(H), there are several
other topologies that are constantly used in the theory of operator alge-
bras. Here are a few of the most important ones:

Definition 1.33.
(1) weak (operator) topology is given by the family of seminorms

a 7→ |⟨aη, ξ⟩| for ξ, η ∈ H;
(2) strong (operator) topology is given by the family of seminorms

a 7→ ∥aξ∥ for ξ ∈ H;
(3) strong∗ (operator) topology is given by the family of seminorms

a 7→ (∥aξ∥2 + ∥a∗ξ∥2)1/2 for ξ ∈ H;
(4) σ-weak (or ultraweak) topology is given by the family of semi-

norms a 7→ |
∑∞
n=1⟨aηn, ξn⟩| indexed by all sequences (ξn), (ηn) of

vectors from H with ∑∞
n=1 ∥ξn∥2 < ∞ and ∑∞

n=1 ∥ηn∥2 < ∞.
(5) σ-strong (or ultrastrong) topology is given by the family of semi-

norms a 7→ (∑∞
n=1 ∥aξn∥2)1/2 indexed by all sequences (ξn) of

vectors from H with ∑∞
n=1 ∥ξn∥2 < ∞.

(6) σ-strong∗ (or ultrastrong∗) topology is given by the family of
seminorms a 7→ (∑∞

n=1(∥aξn∥2 + ∥a∗ξn∥2))1/2 indexed by all se-
quences (ξn) of vectors from H with ∑∞

n=1 ∥ξn∥2 < ∞.

We will put all the above topologies under one collective name of non-
uniform topologies.

Proposition 1.34. The following diagram shows how the topologies
relate to each other:

weak⊆ ⊆ strong

⊆ ⊆ strong∗

⊆

σ-weak ⊆ σ-strong ⊆ σ-strong∗ ⊆ uniform
(1.2)

On bounded subsets of B(H), weak topology coincides with σ-weak (resp.
strong with σ-strong, strong∗ with σ-strong∗) topology. For a convex subset
of B(H) each of the σ-weak, σ-strong and σ-strong* topologies yield the
same closure.

Proposition 1.35. A net (ai) converges to a weakly (resp. strongly,
strongly∗) if for each ξ, η ∈ H (resp. for each ξ ∈ H) we have ⟨aiη, ξ⟩ →
⟨aη, ξ⟩) (resp. aiξ → aξ in norm, aiξ → aξ and a∗

i ξ → a∗ξ in norm).
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Proposition 1.36.(1) The adjoint operation ∗ is continuous in the
weak, σ-weak, strong∗ and σ-strong∗ topologies, but in general
not in the strong or σ-strong topology.

(2) With ball(B(H)) denoting the unit ball of B(H), multiplication
(a, b) → ab is
(a) continuous from ball(B(H))×B(H) to B(H) for each of the

σ-strong and strong topologies,
(b) continuous from ball(B(H)) × ball(B(H)) to B(H) for each

of the σ-strong* and strong* topologies,
(c) separately but not jointly continuous from B(H) × B(H) to

B(H) for each of the σ-weak and weak operator topology.

Proposition 1.37. If (ai)i∈I is an increasing net from B(H)+ bounded
above by an operator b ∈ B(H)+, then ai ↗ a for some a ∈ B(H) (i.e.
⟨aiξ, ξ⟩ ↗ ⟨aξ, ξ⟩ for all ξ ∈ H), a is the supremum of ai’s and (ai)i∈I
converges to a strongly (and σ-strongly).

Corollary 1.38. Any family of projections {pi}i∈I possesses both
a supremum ∨

i∈I pi and an infimum ∧
i∈I pi. Moreover, any increasing net

of projections (pi)i∈I is strongly convergent to ∨i∈I pi, and any decreas-
ing net of projections (pi)i∈I is strongly convergent to ∧i∈I pi. Finally, the
sum ∑

i∈I pi of a family of projections {pi}i∈I exists in strong topology
and is a projection if and only if the elements of the family are mutually
orthogonal.

Definition 1.39. We write n(a) for the null projection of a, that
is the projections onto the null space or kernel {ξ : aξ = 0} of a. The
right support of a is sr(a) := 1− n(a), and the left support or the range
projection sl(x) is the projection onto the closure (in H) of a(H). If a ∈
B(H)h, then s(a) := sl(a) = sr(a) is called the support of a.

Proposition 1.40. The right support is the smallest projection p sat-
isfying ap = a, and the left support is the smallest projection p satisfying
pa = a.

Definition 1.41. A family of projections (eλ)λ∈R that is increasing:
eλ ≤ e′

λ for λ ≤ λ′, continuous from the right in the sense of strong
convergence: eλ = ∧

λ′>λ eλ′ for each λ ∈ R and satisfies both ∧λ∈R eλ = 0
and ∨λ∈R eλ = 1 is called a resolution of the identity. A resolution of the
identity is bounded if there is a λ0 > 0 such that eλ = 0 for λ < −λ0 and
eλ = 1 for λ > λ0, otherwise it is called unbounded.
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Theorem 1.42 (Spectral decomposition). Each a ∈ B(H)h has a unique
spectral decomposition

a =
∫ ∥a∥

−∥a∥
λdeλ, (1.3)

where {eλ}λ∈R is a bounded resolution of the identity satisfying eλ = 0 for
λ < −∥a∥ and eλ = 1 for λ ≥ ∥a∥ and

aeλ ≤ λeλ, ae
⊥
λ ≥ λe⊥

λ for all λ ∈ R,
and the integral is understood as a norm limit of approximating Riemann
sums. The sums can be chosen as finite linear combinations of projections
eλ′ − eλ with coefficients in sp(a). We call (eλ)λ∈R the spectral resolution
of the operator a and the formula (1.3) the spectral decomposition of a.

We use the Borel functional calculus for bounded operators in the
following form:

Theorem 1.43 (Borel functional calculus for bounded operators). Let
a ∈ B(H)h. There exists a unique injective ∗-homomorphism f 7→ f(a)
from the ∗-algebra Bb(sp(a)) of bounded Borel functions on the spectrum
of a into the ∗-algebra B(H), mapping the identity function λ 7→ λ to a
and satisfying the following continuity condition:

if f, fn ∈ Bb(sp(a)), sup ∥fn∥ < ∞, and fn → f pointwise,
then fn(a) → f(a) strongly.

One can write a spectral decomposition of f(a):

f(a) =
∫ ∞

−∞
f(λ)deλ,

to be understood in a weak sense: for any ξ, η ∈ H,

⟨f(x)ξ, η⟩ =
∫ ∞

−∞
f(λ)d⟨eλξ, η⟩.

We have
∥f(x)ξ∥2 =

∫ ∞

−∞
|f(λ)|2d⟨eλξ, ξ⟩.

It should be noted that for a ∈ B(H)+ and function λ 7→ λ1/2 the
operator f(a) is exactly the element a1/2, as defined in Definition 1.19.

Proposition 1.44. For any a ∈ B(H), we have sl(a) = sr(a∗) and
sr(a) = sl(a∗). Moreover, sl(a) = s(aa∗) and sr(a) = s(a∗a). For positive
a, s(a) = s(a1/2), so that s(|a|) = sr(a) and s(|a∗|) = sl(a).
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Theorem 1.45 (Polar decomposition). Let a ∈ B(H). There exists
a partial isometry with initial projection sr(a) and final projection sl(a)
such that a = u|a| = |a∗|u. If a = vb with b ∈ B(H)+ and v a partial
isometry with initial projection s(b), then v = u and b = |a|. If both a and
a∗ are injective, then u ∈ U(B(H)), the unitary group of B(H).

Definition 1.46. The unique representation of a in the form a = u|a|
is called the polar decomposition of a.

1.3 Von Neumann algebras

The theory of von Neumann algebras is very rich, and we are dealing
here only with its most basic aspects. The reader interested in the theory,
in addition to texts and monographs mentioned in the Preface and in
Section 1.1 could consult books of Kaplansky [Kap68], Sunder [Sun87],
Zhu [Zhu93] and volume 3 of Takesaki [Tak03b].

The presentation in this section is strongly influenced by [Tak02].
Definition 1.47. Let A be any subset of B(H). The commutant A′

of A is the set {a′ ∈ B(H) : aa′ = a′a for all a ∈ A}. The centre Z(A) of
A is defined as A ∩ A′.

Definition 1.48. A ∗-subalgebra M of B(H) is called a (concrete)
von Neumann algebra if M = M′′. Note that 1 = 1H ∈ M. We say that
M acts on H. A von Neumann algebra is called a factor if the centre of
the algebra is trivial, i.e. Z(M) = C1H .

It is clear that B(H) is a factor von Neumann algebra. In fact,
B(H)′ = C1H and (C1H)′ = B(H).

Definition 1.49. We say that von Neumann algebras M1 and M2,
acting respectively on H1 and H2, are isomorphic if there exists a ∗-
preserving algebra isomorphism Φ of M1 onto M2. It is then automati-
cally norm-preserving and σ-weakly bicontinuous. We denote the fact by
M1 ∼= M2. If, for some unitary u : H1 → H2 (i.e. u∗u = 1H1 , uu

∗ = 1H2)
we have Φ(a) = uau∗, we say that Φ is a spatial isomorphism, and the
algebras are spatially isomorphic.

There is also an abstract counterpart to the notion of a von Neumann
algebra, introduced by Shôichirô Sakai in [Sak56].

Definition 1.50. An (abstract) C∗ algebra M is called a W ∗-algebra
or an abstract von Neumann algebra if, as a Banach space, it is the dual
of another Banach space.
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In this case the predual Banach space is unique (see [Sak71, 1.13.3])
and we denote it by M∗. Thus (M∗)∗ ≃ M, where ≃ denotes the Banach
space isometric isomorphism. From the duality theory for locally convex
spaces we know that M∗ can be identified with the set of σ(M,M∗)-
continuous functionals on M, with duality given by ⟨a, ω⟩ := ω(a).

The following theorem corresponds to the Gelfand-Naimark theorem
for general C∗-algebras:

Theorem 1.51. Every W ∗-algebra M is isometrically isomorphic to
a represented one, i.e. there exists a (faithful) representation π of M on
some Hilbert space H such that ∥π(a)∥ = ∥a∥ for all a ∈ M and π(M) is
a von Neumann algebra acting on H.

Proposition 1.52. If M is a von Neumann algebra acting on a Hilbert
space H, then the σ(M,M∗)-topology on M is exactly the σ-weak topol-
ogy. In other words, the predual M∗ of M consists of σ-weakly continuous
functionals on M.

Proposition 1.53. For a functional ω ∈ M∗ the following conditions
are equivalent:

(1) ω is weakly continuous;
(2) ω is strongly continuous;
(3) ω is strongly∗ continuous.

For a functional ω ∈ M∗ the following conditions are equivalent:
(4) ω is σ-weakly continuous;
(5) ω is σ-strongly continuous;
(6) ω is σ-strongly∗ continuous.

Definition 1.54. A functional ω ∈ M+
∗ is called

(1) normal if ai ↗ a implies ω(ai) ↗ ω(a) for any increasing net
(ai)i∈I from M+ with supremum a ∈ M;

(2) completely additive if ω(∑i∈I ai) = ∑
i∈I ω(ai) for any family

{ai}i∈I of positive operators from M with
sup

J⊆I,J finite
∥
∑
i∈J

ai∥ < ∞.

(3) completely additive on projections if ω(∑i pi) = ∑
i ω(pi) for any

orthogonal family of projections from M.

Theorem 1.55. For a state ω ∈ M∗
+ the following conditions are

equivalent:
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(1) ω ∈ M∗;
(2) ω is σ-weakly (or σ(M,M∗), σ-strongly, σ-strongly∗) continuous;
(3) ω is normal;
(4) ω is completely additive;
(5) ω is completely additive on projections;
(6) ω = ∑

n∈N ωξn for some ξn ∈ H with ∑n∈N ∥ξn∥2 = 1.
Any element of M∗ may be written as a linear combination of four

such states.

The above theorem now easily yields the following conclusion:

Proposition 1.56. Any *-isomorphism I from one von Neumann
algebra M1 onto another M2 is automatically a σ-weak-σ-weak homeo-
morphism.

Proof. Since both I and I −1 are contractive, I is an isometric
isomorphism, and hence so is the Banach adjoint I ∗ of I . For any a ∈ M1
we have that I (a∗a) = I (a)∗I (a) since any b ∈ M+

1 may be written
in the form b = a∗a, this shows that I is an order-isomorphism. But if
that is the case we will for any net (ai) ⊆ M1 and a ∈ M1 have that
ai ↗ a if and only if I (ai) ↗ I (a). But then the preceding theorem
will ensure that for any state ω on M2 we have that ω ∈ (M2)∗ if and
only ω ◦ I ∈ (M1)∗. Thus I ∗ restricts to an isometric isomorphism from
(M2)∗ onto (M1)∗. It is now an exercise to see that I is the Banach
adjoint of this restriction, which proves the claim. □

Jordan *-morphisms on von Neumann algebras also exhibit somewhat
more elegant behaviour than their C∗-algebraic counterparts:

Proposition 1.57. [BR87a, Proposition 3.2.2] Let J be a Jordan
*-homomorphism from one von Neumann algebra M1 into another M2,
and let B be the σ-weakly closed *-subalgebra of M2 generated by J (M1).
Then there exists a projection e ∈ B ∩ B′ such that a → eJ (a) is a *-
homomorphism, and a → (1− e)J (a) a *-antihomomorphism.

Notation 1.58. The following notation is ‘inherited’ from B(H) :
Mh = M ∩B(H)h, M+ = M ∩B(H)+,

P(M) = M ∩ P(B(H)), U(M) = M ∩ U(B(H)).

The following two theorems belong to the most basic set of principles
in the whole theory of operator algebras:
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Theorem 1.59 (Von Neumann double commutant theorem). A ∗-
subalgebra M of B(H) containing 1H is a von Neumann algebra if and
only if it is closed in any of the non-uniform topologies. In particular, if
a unital ∗-subalgebra A of a von Neumann algebra M is dense in M in one
of the non-uniform topologies, then it is dense in M in all non-uniform
topologies.

Theorem 1.60 (Kaplansky’s density theorem). Let M be a von Neu-
mann algebra, and A its ∗-subalgebra, dense in one of the non-uniform
topologies. Then the unit ball of A (resp. Ah, A+) is dense in any of the
non-uniform topologies in the unit ball of M (resp. Mh, M+).

Below we list facts that follow easily from von Neumann’s double com-
mutant theorem.

Proposition 1.61.(1) For any family of projections {pi}i∈I from M,
both ∨i∈I pi and ∧i∈I pi belong to M.

(2) The sum of an orthogonal family {pi}i∈I from M belongs to M.
(3) The initial and final projections of a partial isometry u from M

belong to M.
(4) If (ai)i∈I is an increasing net of positive operators from M, then

its supremum belongs to M.
(5) If m is a σ-weakly closed left (resp. right) ideal in M, then there

exists a projection p ∈ M such that m = Mp (resp. m = pM).
The projection p is the supremum of a right-approximate (resp.
left-approximate) identity in m. If m is a two-sided ideal, then p
belongs to the centre Z(M) of M.

(6) If a ∈ M, then n(a), sl(a), sr(a) ∈ M. If a ∈ Mh, then s(a) ∈
M.

(7) The spectral resolution (eλ) of an operator a ∈ Mh consists of
projections from M.

(8) If a ∈ Mh and f ∈ Bb(sp(a)), then f(a) ∈ M. In particular, if
a ∈ M+, then a1/2 ∈ M+.

(9) If a ∈ M has polar decomposition a = u|a|, then u ∈ M and
|a| ∈ M+.

We can now introduce the important concept of a polar decomposition
of functionals in M∗. We start with characterization of Nω for ω ∈ M+

∗ :

Lemma 1.62. If ω ∈ M+
∗ , then the left ideal Nω is σ-weakly closed in

M.
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Proof. Let (ai)i∈I be a net in Nω which converges σ-weakly to some
a ∈ M. By the CBS inequality (see (1.1)), ω(a∗ai) = 0 for each i ∈ I. Since
by Proposition 1.36(2)(c) a∗ai → a∗a σ-weakly, we have, by Proposition
1.52, that ω(a∗a) = limi∈I ω(a∗ai) = 0, and hence that a ∈ Nω. □

Definition 1.63. Let ω ∈ M+
∗ be given. Then, by proposition

1.61(5), there exists a projection p ∈ M such that Nω = Mp. We de-
fine the support projection of ω to be suppω = 1− p.

It is easy to see that (suppω)⊥ is the largest projection p in M such
that ω(p) = 0.

Proposition 1.64 (Polar decomposition of normal functionals). For
any ω ∈ M∗ there exists a partial isometry u ∈ M and a functional
ρ ∈ M+

∗ related by the equality ω(a) = ρ(au) for all a ∈ M, with in
addition ∥ω∥ = ∥ρ∥ and s(ρ) = uu∗. Such a decomposition is unique and
we write |ω| for ρ. For the partial isometry in the decomposition we have
that u∗u = s(ω∗), where the functional ω∗ is defined by ω∗(a) = ω(a∗) for
all a ∈ M.

Definition 1.65. A projection p ∈ M is called σ-finite if for any
orthogonal family {pi}i∈I of non-zero projections from M such that p =∑
i∈I pi we have #I ≤ ℵ0 where #I denotes the cardinality of I. A von

Neumann algebra M is σ-finite if 1 is σ-finite.

Definition 1.66. For each a ∈ M there exists a smallest central
projection z such that a = az = za. It is called the central support or
central cover of a and it is denoted by z(a).

Let K be a closed linear subspace of H invariant under M, i.e. such
that aK ⊆ K for all a ∈ M. We denote by aK the operator on K obtained
by restricting a to K. Note that if e′ ∈ P(M′), then e′H is invariant under
M.

Definition 1.67. Let e ∈ P(M) and e′ ∈ P(M′). We put Me :=
{aeH : a ∈ eMe} (resp. Me′ := {ae′H : a ∈ M}). Then Me (resp. Me′)
is a von Neumann algebra called the reduced von Neumann algebra of M
on K := eH (resp. the induced von Neumann algebra of M on K := e′H).
In particular, for any z ∈ P(Z(M)) we can form the algebra Mz, often
written simply as Mz.

Proposition 1.68. If e ∈ M, then (Me)′ = (M′)e.
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Definition 1.69. Let {Mi}i∈I be a family of von Neumann alge-
bras acting on Hilbert spaces Hi. Let H := ∑⊕

i∈I Hi = {{ξi}i∈I : ξi ∈
Hi,

∑
i∈I ∥ξi∥2 < ∞}. For each bounded family {ai}i∈I in ∏i∈I Mi, we

define a bounded operator a on H by a({ξi}i∈I) = {aiξi}i∈I , and denote
it by ∑⊕

i∈I ai. The set of such operators is denoted by ∑⊕
i∈I Mi and called

the direct sum of {Mi}i∈I . If the index set is finite, we use ⊕ instead of∑⊕ .

Proposition 1.70. If {zi}i∈I is any orthogonal family of central pro-
jections in M such that ∑i∈I zi = 1, then M ∼=

∑⊕
i∈I Mzi ; if, on the other

hand, M = ∑⊕
i∈I Mi for a family of von Neumann algebras {Mi}i∈I , then

there is an orthogonal family {zi} of central projections in M such that∑
i∈I zi = 1 and Mi

∼= Mzi .

Definition 1.71. Let M1 and M2 be von Neumann algebras acting
on H1 and H2, respectively. Let H := H1 ⊗ H2. For a1 ∈ M1 and
a2 ∈ M2, there is a unique bounded operator a acting on H such that
a(ξ1 ⊗ ξ2) = a1(ξ1) ⊗ a2(ξ2). We denote this operator by a1 ⊗ a2 and call
it a simple tensor. The von Neumann subalgebra of B(H) generated by
simple tensors, i.e. the closure of the ∗-algebra of finite linear combinations
of simple tensors in one of the non-uniform topologies, is called the tensor
product of M1 and M2 and is denoted by M1⊗M2.

Theorem 1.72. One has (M1⊗M2)′ = M′
1⊗M′

2. Hence
Z(M1⊗M2) = Z(M1)⊗Z(M2).

Definition 1.73. We say that projections p, q from M are equivalent
and write p ∼ q, if they are initial and final projections of a partial isometry
u ∈ M, i.e. p = u∗u and q = uu∗. If p ∼ r ≤ q for some p, q, r ∈ P(M),
then we write p ≾ q and say that p is dominated by q. If p ≁ q and p ≾ q,
we write p ≺ q and say that q strictly dominates p.

Proposition 1.74. ∼ is an equivalence relation on P(M), and ≾ is
a partial order on P(M). In particular, p ≾ q and q ≾ p implies p ∼ q for
p, q ∈ P(M).

Proposition 1.75. If {pi}i∈I and {qi}i∈I are two orthogonal families
of projections from M such that pi ∼ qi for each i ∈ I, then ∑i∈I pi ∼∑
i∈I qi. If, on the other hand, pi ≾ qi for each i ∈ I, then p ≾ q.

Theorem 1.76 (Comparability theorem). For any p, q ∈ P(M), there
exists a central projection z ∈ M such that pz ≾ qz and pz⊥ ≿ qz⊥.
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We know from polar decomposition of a ∈ M that sl(a) ∼ sr(a). This
leads to the highly useful result of Kaplansky [Kap68, p. 81]:

Proposition 1.77 (Kaplansky’s parallelogram law). For any p, q ∈
P(M),

p ∨ q − q ∼ p− p ∧ q.

Proof. Note that n(q⊥p) = p⊥ + p ∧ q and n(pq⊥) = q + p⊥ ∧ q⊥.
Hence sr(q⊥p) = n(q⊥p)⊥ = p−p∧q and sl(q⊥p) = sr(pq⊥) = n(pq⊥)⊥ =
p ∨ q − q. Thus sl(q⊥p) ∼ sr(q⊥p) yields the result. □

Definition 1.78. A projection p ∈ M is called:
(1) minimal, if p ̸= 0 and 0 ̸= q ≤ p implies q = p;
(2) abelian, if p ̸= 0 and Mp is abelian;
(3) finite, if p ∼ q ≤ p implies q = p;
(4) infinite, if it is not finite;
(5) properly infinite, if p ̸= 0 and pz is infinite for any central projec-

tion z such that pz ̸= 0.
(6) purely infinite, if p ̸= 0 and there is no non-zero finite projection

q ∈ M with q ≤ p;
Proposition 1.79.(1) A non-zero subprojection of a minimal projec-

tion is equal to the projection;
(2) a subprojection of an abelian projection is an abelian projection;
(3) a subprojection of a finite projection is finite;
(4) a non-zero subprojection of a purely infinite projection is purely

infinite.
Proposition 1.80. If {ei}i∈I and {fi}i∈I are two orthogonal families

of projections from M such that ei ∼ fi for all i ∈ I, then ∑
i∈I ei ∼∑

i∈I fi.

Proposition 1.81. If z ∈ Z(M) and {ei}i∈I , {fj}j∈J are two orthog-
onal families of abelian projections from M such that z(ei) = z(fj) = z
for all i ∈ I, j ∈ J, and ∑i∈I ei = ∑

j∈J ei = z, then the cardinal numbers
of I and J are equal. Similarly, if z ∈ Z(M) and {ei}i∈I , {fj}j∈J are
two orthogonal families of equivalent finite projections from M such that
z(ei) = z(fj) = z for all i ∈ I, j ∈ J, and ∑i∈I ei = ∑

j∈J ei = z, then the
cardinal numbers of I and J are equal.

Proposition 1.82. Abelian projections are ‘minimal’ in the following
sense: if p, q ∈ P(M) with p abelian and p ≤ z(q), then p ≾ q. An abelian
projection in a factor is a minimal projection.
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Lemma 1.83 (Halving lemma). Let p ∈ P(M).
(1) If p is properly infinite, then there is a q ∈ P(M) with q ≤ p such

that q ∼ p− q ∼ p.
(2) If p does not have any abelian subprojection, then there is a q ∈

P(M) such that q ∼ p− q.

Definition 1.84. A von Neumann algebra M is said to be:
(1) discrete, if every non-zero central projection majorizes a non-zero

abelian projection;
(2) continuous, if there are no abelian projections in it;
(3) finite, if 1 is finite;
(4) infinite, if 1 is infinite;
(5) purely infinite, if 1 is purely infinite;
(6) properly infinite, if 1 is properly infinite;
(7) semifinite, if there are no purely infinite projections in its centre.

Definition 1.85. A von Neumann algebra M is said to be:
(1) of type I, if it is discrete;
(2) of type II, if there are no non-zero abelian projections and no

purely infinite projections in M;
(3) of type III, if it is purely infinite;
(4) of type Iα with α a cardinal number ≤ #M, if 1 is the sum of α

abelian projections with central support 1;
(5) of type I∞, if it is properly infinite and of type I;
(6) of type II1, if it is finite and of type II;
(7) of type IIα with α a cardinal number such that ℵ0 ≤ α ≤ #M,

if 1 is the sum of α equivalent finite projections with central
support 1;

(8) of type II∞, if it is properly infinite and of type II.

Theorem 1.86 (Structure of von Neumann algebras).
(1) Every von Neumann algebra is (isomorphic to) a direct sum of

algebras of type I, II1, II∞, III (with some summands possibly
missing). Each factor von Neumann algebra is of one of the types
I, II1, II∞, III.

(2) Every von Neumann algebra of type I can be uniquely represented
as a direct sum of algebras of type Iα, α ≤ #M. If M is finite,
then all the α’s in the direct sum are finite. An algebra of type
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Iα is isomorphic to K⊗B(H), where K is abelian and H is α-
dimensional. A factor of type Iα is isomorphic to B(H) with H
α-dimensional.

(3) Every von Neumann algebra of type II∞ can be represented in
a unique way as a direct sum of algebras of type IIα, ℵ0 ≤ α ≤
#M. An algebra of type IIα is isomorphic to N ⊗B(H), where
N is of type II1 and H is α-dimensional. If M is a factor, then
N is also a factor.

(4) Every finite-dimensional von Neumann algebra is a direct sum
of a finite number of type In factors, with n ∈ N. A finite-
dimensional factor is isomorphic, for some n ∈ N, to the algebra
of complex n× n-matrices.

(5) Every finite von Neumann algebra is a direct sum of σ-finite ones.
(6) Every commutative von Neumann algebra is of type I1.

We will make the above structure theorem for von Neumann algebras
clearer by explaining points (2) and (3) of the theorem in more detail. To
this aim, we introduce a useful notion of a matrix unit (we use Definition
IV.1.7 of Takesaki [Tak02]).

Definition 1.87. A family {ui,j}i,j∈I of elements of a von Neumann
algebra M is called a matrix unit in M if

(1) u∗
i,j = uj,i;

(2) ui,juk,ℓ = δj,kui,ℓ;
(3) ∑i∈I ui,i = 1,

with summation in the strong topology (observe that by (1) and (2) ui,i ∈
P(M)).

The simplest example of a matrix unit can be found in the full von
Neumann algebra B(H).

Proposition 1.88. Let {ei}i∈I be a maximal family of minimal projec-
tions in B(H). By Structure Theorem 1.86 and Proposition 1.82, ∑i∈I ei =
1 and all the projections are mutually equivalent. Choose one minimal
projection ei0 from the family. Let {ui}i∈I be partial isometries such that
ei0 = u∗

iui and ei = uiu
∗
i for all i ∈ I. Put ui,j := uiu

∗
j for i, i ∈ I. Then

{ui,j}i,j∈I is a matrix unit. Let M = N ⊗B(H). Each element a ∈ M can
be written in the form a = ∑

i,j∈I ai,j ⊗ ui,j,with all ai,j in N , where the
sum converges strongly.
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Now we can write every element of M = N ⊗B(H) as an infinite
matrix with entries in N .

Notation 1.89. Let a ∈ M = N ⊗B(H). If ai,j ’s are as in a previous
proposition, we write a = (ai,j)i,j∈I .

Proposition 1.90. Let a, b ∈ M = N ⊗B(H). Then, with the above
notation, (ab)i,j = ∑

k∈I ai,kbk,j , with the sum σ-strong∗-convergent.

To find an example of a commutative W ∗-algebra, start with a finite
measure space (X,Σ, µ), let L∞(X,Σ, µ) denote the C∗-algebra of (equiv-
alence classes of) all essentially bounded µ-measurable (complex) func-
tions on X. By the Radon-Nikodym theorem, L∞(X,Σ, µ) = L1(X,Σ, µ)∗,
where L1(X,Σ, µ) is the space of (equivalence classes of) µ-integrable func-
tions on X. Hence L∞(X,Σ, µ) is a W ∗-algebra.

Note that it is easy to faithfully represent L∞(X,Σ, µ) on a Hilbert
space. Indeed, put H := L2(X,Σ, µ), the Hilbert space of (equivalence
classes of) square integrable functions onX, and for each f ∈ L∞(X,Σ, µ),
the operator mf on H is defined by mf (g) = fg (where any representative
of the class f will do on the right side of the equality).

For a general theory of commutative von Neumann algebras, we need
more general measure spaces. To this aim, we introduce the notion of
a measure algebra. The main advantage of this approach is that we obtain
the corresponding measure space in a most natural way. Also, the needed
notion of ‘localizability’ turns out to be much more natural for measure
algebras.

Definition 1.91. A Boolean algebra is a commutative ring (A ,+, ·)
with a multiplicative identity 1 = 1A satisfying a2 = a for all a ∈ A .
For a, b ∈ A , we say that a ≤ b if ab = a. We call a Boolean algebra
(Dedekind) complete (resp. σ-complete) if every non-empty subset (resp.
non-empty countable subset) of the algebra has a least upper bound. A set
F of elements of a Boolean algebra A is called disjoint if ab = 0 for
any a, b ∈ F , a ̸= b. A measure algebra is a pair (A , µA ) consisting
of a σ-complete Boolean algebra A and a function (called a measure)
µA : A → [0,∞] such that µA (0) = 0, µA (a) > 0 for 0 ̸= a ∈ A , and
µA (supn∈N an) = ∑

n∈N µA (an) for any disjoint countable family {an}n∈N.
We call the measure µA semifinite if for any a ∈ A with µA (a) = ∞ there
is a non-zero b ∈ A such that b ≤ a and µA (b) < ∞. A measure algebra
(A , µA ) is localizable if A is complete and µA is semifinite.
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Proposition 1.92. Let (X,Σ, µ) be a measure space. The σ-field Σ
with the operations △,∩ becomes a Boolean algebra (here △ denotes sym-
metric difference). Put Nµ = {A ∈ Σ: µ(A) = 0}. Then Nµ is an ideal in
Σ. The quotient ring A = Σ/Nµ is a σ-complete Boolean algebra. Let µA

be the function on A given by µA (a) = µ(A) whenever a is the image of
A for the quotient map. Then (A , µA ) is a measure algebra.

Definition 1.93. The algebra (A , µA ) from the above proposition is
called the measure algebra of (X,Σ, µ).

Definition 1.94. The Stone space X of a measure algebra (A , µA ) is
the set X of (ring) homomorphisms of A onto Z2. For any a ∈ A , define
â := {χ ∈ X : χ(a) = 1} ⊆ X . The map A ∋ a 7→ â ∈ P(X ) is called the
Stone representation of A . The topology T of X is the set

{O ∈ P(X ) : for any χ ∈ O there is an a ∈ A such that χ ∈ â ⊆ O}.
Let S consist of those A ∈ T for which X \A ∈ T .

Proposition 1.95. T is a locally compact topology on X , and S is
a σ-algebra on X . We always consider X as a topological space and mea-
surable space with this topology and this σ-algebra.

Theorem 1.96 (Loomis-Sikorski). Let A be a σ-complete Boolean al-
gebra, X its Stone space (with topology T and σ-algebra S). Let NX denote
the set of meagre (or: category I) subsets of X . Then A is isomorphic, as
a Boolean algebra, to S/NX .

Notation 1.97. We will write Ã for the image in A of a set A ∈ S
under the composition π ◦ θ of the isomorphism π : S/NX → A and the
quotient map θ : S → S/NX .

Theorem 1.98. Let (A , µA ) be a measure algebra. Let X be its Stone
space, and let ν be defined on S by ν(A) := µA (Ã). Then (A , µA ) is the
measure algebra of the measure space (X ,S, ν).

Definition 1.99. The measure space (X ,S, ν) constructed above is
called the (canonical) measure space of the measure algebra (A , µA ).

Theorem 1.100. Each commutative von Neumann algebra M admits
an additive and positively homogenous functional τ : M+ → [0,∞] such
that (P(M), µ), with µ = τ ↾ P(M), is a localizable measure algebra. If
(X ,S, ν) is the corresponding measure space, then L∞(X ,S, ν) is a W ∗-
algebra isomorphic to the von Neumann algebra M.
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Note that the functional τ from the theorem can be easily obtained
as a sum of a maximal family of states on M with mutually orthogonal
supports. Since in a σ-finite algebra such a family is at most countable,
say {τn}n∈N, we can easily get a state τ on such an algebra by putting
τ := ∑∞

n=1(1/2n)τn.

Corollary 1.101. Each σ-finite commutative von Neumann algebra
M admits a state τ such that (P(M), µ), with µ = τ ↾ P(M), is a finite
measure algebra.

1.4 Unbounded operators

A good acquaintance with unbounded operators on a Hilbert space
is indispensable for dealing with non-commutative Lp and Orlicz spaces.
This material is not known as well as that on bounded operators, and we
try to prove whatever possible. A lot of material in this and the following
section has been adapted from [SZ79].

Let H be a (complex) Hilbert space with an inner product ⟨· , ·⟩, linear
in the first argument and antilinear in the second one.

Definition 1.102. By an (unbounded) operator on H we understand
a linear map x from a linear subspace dom(x) ⊆ H into H. We call dom(x)
the domain of x, and denote by G(x) the set {(ξ, xξ) : ξ ∈ dom(x)} ⊆
H ⊕ H, the graph of x. 0 denotes an operator x with dom(x) := H and
xξ = 0 for all ξ ∈ H.

Definition 1.103 (Operations on unbounded operators). We say that:
(1) x and y are equal and write x = y if G(x) = G(y). Then obviously

dom(x) = dom(y) and xξ = yξ for all ξ ∈ dom(x).
(2) y is an extension of x and write x ⊆ y or y ⊇ x if G(x) ⊆

G(y). Then obviously dom(x) ⊆ dom(y) and xξ = yξ for all
ξ ∈ dom(x).

(3) x is positive if ⟨xξ, ξ⟩ ≥ 0 for all ξ ∈ dom(x).
(4) For any λ ∈ C and any operator x, we define operator λx with

dom(λx) := dom(x) by (λx)ξ := λ(xξ) for all ξ ∈ dom(x).
(5) For any operators x, y we define the sum of x and y as the opera-

tor x+y with dom(x+y) := dom(x)∩dom(y) by (x+y)ξ := xξ+yξ
for all ξ ∈ dom(x+ y). We define the difference of x and y as the
operator x− y := x+ (−1)y.
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(6) For any operators x, y we define the product or composition of x
and y as the operator xy with dom(xy) := {ξ ∈ dom(y) : yξ ∈
dom(x)} by (xy)ξ := x(yξ) for all ξ ∈ dom(xy).

(7) For any injective operator x, we define the inverse operator x−1

with dom(x−1) := x dom(x) by x−1(η) := ξ whenever η = xξ for
all η ∈ dom(x−1).

Proposition 1.104. Addition of operators is commutative and asso-
ciative, multiplication of operators is associative. We also have, for any
operators x1, x2, y,

(x1 + x2)y = x1y + x2y

y(x1 + x2) ⊇ yx1 + yx2.

If x is injective, then (x−1)−1 = x. If additionally y is injective and x ⊆ y,
then x−1 ⊆ y−1.

Proof. Obvious from definitions. □

Definition 1.105. Operator x is:
(1) densely defined if its domain is dense in H;
(2) closed if its graph is closed in H ⊕H;
(3) closable of preclosed if the closure G(x) of the graph of x is itself

a graph of some operator y. We write then [x] := y and call [x]
the closure of x. It is the smallest closed extension of x, in the
sense that x ⊆ [x] and if, for some closed z, we have x ⊆ z,
then [x] ⊆ z. x is preclosed if for any sequence (ξn) from dom(x),
whenever ξn → 0 and xξn converges, then xξn → 0.

(4) bounded if it is everywhere defined and ∥x∥ := sup{∥xξ∥ : ξ ∈
H, ∥ξ∥ ≤ 1} < ∞. In this case ∥x∥ is the norm of x. The set of
all bounded operators on H is denoted by B(H).

Proposition 1.106.(1) x is closed if whenever (ξn) is a sequence from
dom(x) such that ξn → ξ ∈ H and xξn → η ∈ H, then ξ ∈
dom(x) and η = xξ.

(2) x is preclosed if for any sequence (ξn) from dom(x), whenever
ξn → 0 and xξn converges, then xξn → 0.

(3) if x is densely defined and sup{∥xξ∥ : ξ ∈ dom(x), ∥ξ∥ ≤ 1} < ∞,
then x is closable and [x] is bounded.

(4) If x is closed and dom(x) = H, then x is bounded.
(5) If x is closed and injective, then x−1 is closed.
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(6) If x is closed, then its kernel is closed.

Proof. (1) The condition guarantees that the graph G(x) of x is
closed.

(2) The condition guarantees that the closure of G(x) is the graph
of a function. We can then define dom([x]) := {ξ ∈ H : there is an η ∈
H such that (ξ, η) ∈ G(x)} and [x]ξ, for ξ ∈ dom([x]), as the unique
element η ∈ H such that (ξ, η) ∈ G(x).

(3) If ξ ∈ H, there is a sequence (ξn) in dom(x) such that ξn → ξ. The
boundedness condition guarantees that the image (xξn) of the Cauchy
sequence (ξn) is itself a Cauchy sequence and xξn → ξ. Consequently,
the condition of closability is satisfied and the closure of x is everywhere
defined and satisfies the boundedness condition, hence it is bounded.

(4) This is the famous closed graph theorem.
(5) Immediate from G(x−1) = {(η, ξ) : (ξ, η) ∈ G(x)}.
(6) Immediate from (1). □

Definition 1.107. For a closed densely defined operator x on H, we
define:

(1) the null projection n(x) as the projection onto the null space
{ξ : xξ = 0}, i.e. the kernel of x;

(2) the right support sr(x) := 1− n(x);
(3) the left support sl(x) as the projection onto the closure (in H) of

x(dom(x)).

Lemma 1.108. Let x be a densely defined operator on H. Let fη :
dom(x) ∋ ξ 7→ ⟨xξ, η⟩ ∈ C. Put D := {η : fη is bounded }. Then D is
a linear subspace of H. If η ∈ D, then there exists a unique ζ ∈ H such
that ⟨ξ, ζ⟩ = ⟨xξ, η⟩.

Proof. The density of dom(x) implies that fη extends to a bounded
linear form on the whole of H. By Riesz theorem there exists a unique
ζ ∈ H such that ⟨ξ, ζ⟩ = ⟨xξ, η⟩. □

Definition 1.109. We define the adjoint of x to be an operator x∗

with domain dom(x∗) := D from the previous lemma such that x∗η := ζ.
In other words, we have ⟨xξ, η⟩ = ⟨ξ, x∗η⟩ for ξ ∈ dom(x) and η ∈ dom(x∗).
We say that a densely defined operator x is self-adjoint if x = x∗.

Proposition 1.110. For any densely defined operator x on H:
(1) x∗ is closed;
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(2) x is preclosed (closable) if and only if x∗ is densely defined, in
which case [x] = x∗∗;

(3) sr(x∗) = sl(x);

Proof. (1) Let ηn ∈ dom(x∗), ηn → η and x∗ηn → ζ. Then, for
ξ ∈ dom(x),

⟨xξ, η⟩ = lim
n→∞

⟨xξ, ηn⟩ = lim
n→∞

⟨ξ, x∗ηn⟩ = ⟨ξ, ζ⟩.

Hence η ∈ dom(x∗) and x∗η = ζ, which shows that x∗ is closed.
(2) Let u be an operator on H⊕H given by (ξ, η) 7→ (η,−ξ). It is easy

to check that u is a unitary, and u∗ = u−1 = −u. If (η, x∗η) ∈ G(x∗) and
(ξ, xξ) ∈ G(x), then

⟨u(ξ, xξ), (η, x∗η)⟩ = ⟨(xξ,−ξ), (η, x∗η)⟩ = ⟨xξ, η⟩ + ⟨−ξ, x∗η⟩ = 0.

Hence G(x∗) ⊆ (uG(x))⊥. To see that equality holds, observe that if
(η, ζ) ∈ (uG(x))⊥, then

0 = ⟨u(ξ, xξ), (η, ζ)⟩ = ⟨(xξ,−ξ), (η, ζ)⟩ = ⟨xξ, η⟩ + ⟨−ξ, ζ⟩.

Thus ξ → ⟨xξ, η⟩ then corresponds to the continuous mapping ξ → ⟨ξ, ζ⟩,
and hence by definition η ∈ dom(x∗) with ζ = x∗η. Consequently G(x∗) =
(uG(x))⊥, whence

G(x∗)⊥ = (uG(x))⊥⊥ = uG(x) = uG(x).

It can now easily be verified that η ⊥ dom(x∗) if and only if (η, 0) ∈
(G(x∗))⊥ if and only if (0, η) = u∗(η, 0) ∈ G(x). The only way that (0, η)
can belong to G(x) is if there existed a sequence (ξn) in dom(x) such that
ξn → 0 whilst x(ξn) → η. This clearly shows that x fulfils the criteria for
closability if and only if dom(x∗) is dense in H. Finally,

G(x∗∗) = (u∗G(x∗))⊥ = (u∗(uG(x))⊥)⊥ = G(x)⊥⊥ = G([x]),

whence x∗∗ = [x].
(3) Since x∗ is closed, its null space is closed, and sr(x∗)⊥(H) =

n(x∗)(H) ⊆ dom(x∗). If η ∈ n(x∗)(H), then x∗η = 0 and ⟨xξ, η⟩ =
⟨ξ, x∗η⟩ = 0 for all ξ ∈ dom(x). Hence η ⊥ sl(x)(H) and sl(x)(H) ⊆
sr(x∗)(H). If, on the other hand, η ⊥ sl(x)(H), then ⟨xξ, η⟩ = 0 for
all ξ ∈ dom(x) implies that η ∈ dom(x∗) and x∗η = 0, which means
that η ⊥ sr(x∗). Consequently, sr(x∗)(H) ⊆ sl(x)(H), which ends the
proof. □
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Proposition 1.111. Let λ ∈ C, and assume that x, y, x + y and xy
are densely defined operators on H, and that a ∈ B(H). Then:

(1) (λx)∗ = λ̄x∗;
(2) if x ⊆ y, then x∗ ⊇ y∗;
(3) (x+ y)∗ ⊇ x∗ + y∗;
(4) (xy)∗ ⊇ y∗x∗;
(5) if x is injective and x(dom(x)) dense in H, then (x−1)∗ = (x∗)−1;
(6) (x+ a)∗ = x∗ + a∗;
(7) (ax)∗ = x∗a∗.

Proof. (1)–(4) follow easily from the definitions. We will show (4)
to indicate the way. Assume η ∈ dom(y∗x∗) and ξ ∈ dom(xy). Then

⟨xyξ, η⟩ = ⟨yξ, x∗η⟩ = ⟨ξ, y∗x∗η⟩

From the density of dom(xy) and continuity of the map ξ 7→ ⟨xyξ, η⟩ we
infer η ∈ dom((xy)∗, hence dom(y∗x∗) ⊆ dom((xy)∗) and ⟨ξ, y∗x∗η⟩ =
⟨ξ, (xy)∗η⟩, so that (xy)∗ ⊇ y∗x∗.

(5) If η ∈ dom((x∗)−1), then η = x∗ζ for some ζ ∈ dom(x∗), so that,
for ξ ∈ dom(x),

⟨xξ, (x−1)∗η⟩ = ⟨xξ, (x−1)∗x∗ζ⟩ = ⟨ξ, x∗ζ⟩ = ⟨xξ, ζ⟩
= ⟨xξ, (x∗)−1x∗ζ⟩ = ⟨xξ, (x∗)−1η⟩.

Hence η ∈ dom((x−1)∗), so that (x∗)−1 ⊆ (x−1)∗. Put now y := x−1. Then,
by what we have just proved, (y∗)−1 ⊆ (y−1)∗ = x∗. By Proposition 1.104,
(x−1)∗ ⊆ (x∗)−1.

(6) We have dom(x+a) = dom(x). Since ⟨(x+a)ξ, η⟩ = ⟨xξ, η⟩+⟨aξ, η⟩,
domains of x∗ and (x + a)∗ coincide. Now if ξ ∈ dom(x + a) = dom(x)
and η ∈ dom((x+ a)∗) = dom(x∗), then

⟨ξ, (x+ a)∗η⟩ = ⟨(x+ a)ξ, η⟩ = ⟨xξ, η⟩ + ⟨aξ, η⟩
= ⟨ξ, x∗η⟩ + ⟨ξ, a∗η⟩ = ⟨ξ, (x∗ + a∗)η⟩.

Hence (x+ a)∗ = x∗ + a∗.
(7) Note that dom(ax) = dom(x) and by (4), (ax)∗ ⊇ x∗a∗. Take

η ∈ dom((ax)∗) and ξ ∈ dom(x). We have
⟨ξ, (ax)∗η⟩ = ⟨axξ, η⟩ = ⟨xξ, a∗η⟩

Hence a∗η ∈ dom(x∗) and η ∈ dom(x∗a∗). Consequently, (ax)∗ ⊆ x∗a∗

and (ax)∗ = x∗a∗. □
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One can find the following useful result, among others, in [KR83,
Theorem 2.7.8(v)].

Proposition 1.112. If an unbounded operator x is closed and densely
defined, then x∗x is self-adjoint.

Theorem 1.113 (Spectral decomposition for unbounded operators).
Every self-adjoint x acting on a Hilbert space H has a unique spectral
decomposition

x =
∫ ∞

−∞
λdeλ, (*)

where {eλ} is a resolution of identity, that is a family of projections sat-
isfying eλ ≤ e′

λ for λ ≤ λ′ with strong convergence of eλ → 0 as λ → −∞,
eλ → 1 as λ → ∞ and with eλ+ = eλ for each λ ∈ R (continuity from the
right in the sense of strong convergence). We call eλ = eλ(x) the spectral
resolution of x.

The integral (*) can be understood in a weak sense:

⟨xξ, ξ⟩ =
∫ ∞

−∞
λd⟨eλξ, ξ⟩.

The domain of x is given by

dom(x) = {ξ ∈ H :
∫ ∞

−∞
λ2d⟨eλξ, ξ⟩ < ∞}.

and
∥xξ∥2 =

∫ ∞

−∞
λ2d⟨eλξ, ξ⟩.

We shall use the functional calculus of unbounded operators only for
positive self-adjoint ones.

Theorem 1.114 (Borel functional calculus for unbounded operators).
Let x be a positive self-adjoint operator on H and f ∈ B([0,∞)), the set of
complex Borel measurable functions on [0,∞) that are bounded on compact
sets. The following equation defines a unique operator f(x) by:

⟨f(x)ξ, ξ⟩ =
∫ ∞

0
f(λ)d⟨eλξ, ξ⟩,

written further as
f(x) =

∫ ∞

0
f(λ)deλ,



44 Preliminaries

with domain

dom(f(x)) = {ξ ∈ H :
∫ ∞

0
|f(λ)|2d⟨eλξ, ξ⟩ < ∞}.

Moreover, there is a dense subspace D of H contained in dom(f(x)) for
any f ∈ B([0,∞)), and f(x) ↾ D = f(x), i.e. D is a core for all f(x). The
subspace D can be obtained as a union of a countable number of ranges of
spectral projections of x. We have

∥f(x)ξ∥2 =
∫ ∞

0
|f(λ)|2d⟨eλξ, ξ⟩ for ξ ∈ D.

The above theorem yields immediately a square root an unbounded
positive self-adjoint operator, thus extending the notion of a square root
of a positive bounded operator (cf. Definition 1.19 and the comment after
Theorem 1.43). Similarly, we can define absolute value of an unbounded
closed densely defined operator.

Definition 1.115. For any closed densely defined x on H we define
|x| := (x∗x)1/2, and call it the absolute value (or modulus) of x.

The following proposition extends the results of Proposition 1.44 to
unbounded operators (cf. Proposition 1.110(3) for a part that is true with
weaker assumptions).

Proposition 1.116. For any closed densely defined operator x on H,
we have sl(x) = sr(x∗) and sr(x) = sl(x∗). Moreover, sl(x) = s(xx∗) and
sr(x) = s(x∗x). For positive x, s(x) = s(x1/2), in particular s(|x|) = sr(x)
and s(|x∗|) = sl(x).

One has also polar decomposition of unbouded operators (cf. Theorem
1.45).

Theorem 1.117 (Polar decomposition). Let x be a closed densely de-
fined operator on H. There exists a partial isometry u ∈ B(H) with initial
projection sr(x) and final projection sl(x) such that x = u|x| = |x∗|u.
If x = vy with y positive and v ∈ B(H) a partial isometry with initial
projection s(b), then v = u and y = |x|. Moreover, u(x∗x)u∗ = xx∗.

Definition 1.118. The unique representation of a closed operator x
in the form x = u|x| is called the polar decomposition of x.

The following easy technical result will be used in the sequel:
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Lemma 1.119. Let {pn}n∈N be an orthogonal family of projections on
H and let {λn} be a family of positive numbers. Then the operator x
defined on D := ⋃

n∈N pnH by pnξ = λnξ is closable, and its closure is a
positive self-adjoint operator on H.

Notation 1.120. We will denote by ∑
n∈N λnpn the positive self-

adjoint operator from the previous proposition.

1.5 Affiliated operators

Operators affiliated with a von Neumann algebra are those unbounded
operators whose spectral projections belong to the algebra. They are home
to all the classes of operators important for the non-commutative theory.

Lemma 1.121. Let M be a von Neumann algebra. For an unbounded
operator x on H, the following conditions are equivalent:

(1) u′x = xu′ (or, equivalently, u′∗xu′ = x) for any u′ ∈ U(M′);
(2) u′x ⊆ xu′ for any u′ ∈ U(M′);
(3) a′x ⊆ xa′ for any a′ ∈ M′.

Proof. (1)⇒(2): is obvious.
(2)⇒(3) We start with representing a′ as a linear combination of uni-

taries: a′ = ∑4
n=1 λnu

′
n. Then

dom(xa′) = {ξ ∈ H : a′ξ ∈ dom(x)}

= {ξ ∈ H :
4∑

n=1
λnu

′
nξ ∈ dom(x)}

⊇
4⋂

n=1
{ξ ∈ H : u′

nξ ∈ dom(x)} =
4⋂

n=1
dom(xu′

n)

⊇
4⋂

n=1
dom(u′

nx) = dom(x) = dom(a′x).

For ξ ∈ dom(a′x) we have

a′xξ =
4∑

n=1
λnu

′
nxξ =

4∑
n=1

λnxu
′
nξ = x(

4∑
n=1

λnu
′
nξ) = xa′ξ,

which ends the proof.
(3)⇒(1): Take u′ ∈ U(M′). By (3), u′x ⊆ xu′, so that dom(x) =

dom(u′x) ⊆ dom(xu′) = u′∗(dom(x)), which yields u′(dom(x)) ⊆ dom(x).
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Using u′∗ instead of u′ gives u′∗(dom(x)) ⊆ dom(x). Hence u′(dom(x)) =
dom(x), which yields dom(u′x) = dom(xu′), so that u′x = xu′. □

Definition 1.122. A (not necessarily bounded, not necessarily densely
defined) operator x on H is affiliated to the von Neumann algebra M if it
satisfies one of the equivalent conditions of the previous lemma. The set
of operators affiliated to M is denoted by ηM. The set of closed densely
defined operators affiliated with M is denoted by M, the real-linear sub-
space of self-adjoint operators by Mh, and the subset of Mh consisting of
positive operators by M+.

Lemma 1.123.(1) If x ∈ ηM and x ∈ B(H), then x ∈ M.
(2) If x, y ∈ ηM and λ ∈ C, then x + y ∈ ηM, xy ∈ ηM and

λx ∈ ηM.
(3) If x ∈ ηM is densely defined, then x∗ ∈ ηM.
(4) If x ∈ ηM is preclosed (closable), then [x] ∈ ηM.
(5) If x ∈ ηM is self-adjoint and (eλ) is the spectral resolution of

x, then eλ ∈ M for all λ ∈ R. Moreover, f(x) ∈ ηM for each
f ∈ B([0,∞)), and one can choose a core D for all f(x) with
f ∈ B([0,∞)) (see Theorem 1.114) to be affiliated with M.

(6) If x is a closed, densely defined operator on H with polar de-
composition x = u|x|, then x ∈ M if and only if u ∈ M and
|x| ∈ M+.

(7) If {pn}n∈N is an orthogonal family of projections from M and
{λn} is a family of positive numbers, then ∑n∈N λnpn ∈ ηM.

Proof. Let u′ ∈ U(M′).
(1) By definition and von Neumann’s double commutant theorem.
(2) Suppose x, y ∈ ηM. Since dom(u′(x + y)) = dom(x + y) and

dom(u′x+u′y) = dom(u′x)∩dom(u′y) = dom(x)∩dom(y) = dom(x+y),
by Proposition 1.104 we have u′(x+y) = u′x+u′y = xu′ +yu′ = (x+y)u′,
so that x + y ∈ ηM. Also, u′xy = xu′y = xyu′, so that xy ∈ ηM. It is
obvious that λx ∈ ηM for any λ ∈ C.

(3) Suppose x ∈ ηM be densely defined. Then, by Proposition 1.111(4)
and (7),

u′x∗ ⊆ (xu′∗)∗ = (u′∗x)∗ = x∗u′,

which shows that x∗ ∈ ηM.
(4) Assume x ∈ ηM is preclosed. Then u′∗xu′ is preclosed and [x] =

[u′∗xu′] = u′∗[x]u′, so that [x] ∈ ηM.
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(5) If x ∈ ηM and u′ ∈ U(M′), then

x = u′xu′∗ = u′
∫ ∞

−∞
λdeλu

′∗ =
∫ ∞

−∞
λd(u′eλu

′∗).

By the uniqueness of the spectral decomposition, eλ = u′eλu
′∗ for all

λ ∈ R, so that eλ ∈ ηM and by (1), eλ ∈ M. This implies f(x) ∈ ηM for
each f ∈ B([0,∞)). It is clear that a countable union of ranges of spectral
projections of x (see Theorem 1.114) is affiliated with M.

(6) Suppose x ∈ M, with polar decomposition x = u|x|. We have, for
any u′ ∈ U(M′),

x = u′∗xu′ = u′∗u|x|u′ = u′∗uu′u′∗|x|u′

whence u′∗uu′ = u and u′∗|x|u′ = |x| by the uniqueness of the polar
decomposition. Hence u ∈ M and |x| ∈ ηM. The other direction is
obvious.

(7) is obvious (cf. Notation 1.120). □

Definition 1.124. A closed subspace K of H is called affiliated to M
if the orthogonal projection onto the subspace belongs to M.

We finish the section by introducing order in the set M+. The defini-
tion is chosen in such a way that all our definitions of the order relation
agree on common domains.

Definition 1.125. Let x, y ∈ M+. We say that x is less than or equal
to y and write x ≤ y if dom(y1/2) ⊆ dom(x1/2) and ∥x1/2ξ∥ ≤ ∥y1/2ξ∥ for
each ξ ∈ dom(y1/2).

Note that for all x ∈ M+ we have 0 ≤ x, so there is no conflict of
notation.

1.6 Generalized positive operators

The presentation of generalized positive operators in this section is
based on Haagerup’s seminal paper on operator valued weights [Haa79b].

Definition 1.126. A generalized positive operator affiliated to M is
a map m : M+

∗ → [0,∞] satisfying:
(1) m(ω + ω′) = m(ω) + m(ω′) for all ω, ω′ ∈ M+

∗ ;
(2) m(λω) = λm(ω) for λ ≥ 0, ω ∈ M+

∗ ;
(3) m is lower semicontinuous (in the norm topology on M+

∗ ).
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The collection of these is called the extended positive part of M and
is denoted by M̂+.

For m,n ∈ M̂+, a ∈ M and λ ≥ 0, we define m+ n, λm and a∗ma

in M̂+ by
(m+ n)(ω) := m(ω) + n(ω) for ω ∈ M+

∗ ;
(λm)(ω) := λm(ω) for ω ∈ M+

∗ ;
(a∗ma)(ω) := m(aωa∗) for ω ∈ M+

∗ ,

where aωa∗ ∈ M+
∗ is defined by (aωa∗)(b) := ω(a∗ba) for each b ∈ M. If

z ∈ Z(M)+, we write mz or zm instead of z1/2mz1/2.

For m1,m2 ∈ M̂+, we write m1 ≤ m2 if m1(ω) ≤ m2(ω) for all ω ∈
M+

∗ . If (mi)i∈I is an increasing net in M̂+, then we define m = sup mi ∈
M̂+ by m(ω) := supi∈I mi(ω) for ω ∈ M+

∗ and write mi ↗ m. Similarly,
for an arbitrary family {mi}i∈I from M̂+, an element m = ∑

i∈I mi is
defined by m(ω) = ∑

i∈I mi(ω) for ω ∈ M+
∗ .

Remark 1.127. It is clear that m + n, λm and a∗ma are well-
defined. This is also true of sup mi and ∑mi: the additivity of sup mi

is easy to show and the supremum of lower semicontinuous functions is
lower semicontinuous.

Example 1.128. For a ∈ M+ define ma(ω) = ω(a), ω ∈ M+
∗ . It is

clear that the map a 7→ ma preserves order. Thus we can view M+ as
a subset of M̂+.

Notation 1.129. For x ∈ M+ with spectral representation x =∫∞
0 λdeλ, put mx(ω) =

∫∞
0 λdω(eλ) for ω ∈ M+

∗ .

Proposition 1.130. If x ∈ M+, then mx ∈ M̂+. The map x 7→ mx

is injective.

Proof. In fact, if an =
∫ n

0 λdeλ, then mx(ω) = supn ω(an), hence
mx is lower semicontinuous. For ξ ∈ H

mx(ωξ) =
∫ ∞

0
λd⟨eλξ, ξ⟩ =

{
∥x1/2ξ∥2 ξ ∈ dom(x1/2)
∞ ξ /∈ dom(x1/2).

If mx = my, then dom(x1/2) = dom(y1/2) and ∥x1/2ξ∥ = ∥y1/2ξ∥ for
ξ ∈ dom(x1/2). By the uniqueness of the polar decomposition x1/2 = y1/2,
so that x = y. □
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Thus, positive self-adjoint operators affiliated to M can be viewed
as elements of M̂+. Note that under this identification, the positive self-
adjoint operator ∑n∈N λnpn defined by Notation 1.120 can be regarded as
a sum of a series of generalized positive operators λnpn.

Definition 1.131. A positive quadratic form on H is a map s : H →
[0,∞] satisfying:

(1) s(λξ) = |λ|2s(ξ) for all ξ ∈ H;
(2) s(ξ + η) + s(ξ − η) = 2s(ξ) + 2s(η) for all ξ, η ∈ H;
(3) s is lower semicontinuous on H.

The form s is affiliated to M, if
(4) s(u′ξ) = s(ξ) for any unitary u′ ∈ M′ and any ξ ∈ H.

We define the domain of the positive quadratic form s by

dom(s) := {ξ ∈ H : s(ξ) < ∞},

and the null space of the form by

Ns := {ξ ∈ H : s(ξ) = 0}.

The set of positive quadratic forms on H affiliated to M is denoted by
SM.

Theorem 1.132. There is a one-to-one correspondence between:
(a) generalized positive operators m affiliated to M;
(b) positive quadratic forms s on H affiliated to M;
(c) pairs (K,x), where K is a closed subspace of H affiliated to M,

and x is a positive self-adjoint operator with domain dense in K,
affiliated to M.

Proof. We will show the existence of three maps: M̂+ ∋ m 7→
sm ∈ SM, SM ∋ s 7→ (Ks, xs), with Ks and xs as in (b) above, and
(K,x) 7→ m(K,x) ∈ M̂+, with K and x as in (c) above. It will be clear
from the constructions that each of the mappings is injective and that
their composition is the identity mapping on M̂+.

(a) ⇒ (b). Define M̂+ ∋ m 7→ sm ∈ S, where sm : H ∋ ξ 7→ m(ωξ).
Let m ∈ M̂+. To show that sm is a positive quadratic form on H affiliated
to M, we have to check that it satisfies conditions (1) to (4) of Definition
1.131. We have sm(λξ) = m(ωλξ) = |λ|2m(ξ) = |λ|2sm(ξ), hence (1).
Similarly, (2) follows from the equality ωξ+η +ωξ−η = 2(ωξ +ωη). For (3),
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note first that for any a ∈ M,

(ωξ − ωη)(a) = 1
2 (⟨a(ξ + η), ξ − η⟩ + ⟨a(ξ − η), ξ + η⟩) ,

which implies that
∥ωξ − ωη∥ ≤ ∥ξ − η∥∥ξ + η∥.

Hence, if the sequence (ξn)n∈N converges to ξ in the norm of H, then
also the sequence (ωξn)n∈N converges in the norm of M∗ to ωξ. Thus
sm(ξ) = m(ωξ) ≤ lim sup m(ωξn) = lim sup sm(ξn), which yields (3). (4)
follows immediately from the equality ωu′ξ = ωξ for all u′ ∈ U(M′).

(b) ⇒ (c). Let s be a positive quadratic form onH affiliated to M. Put
Ks = dom(s). Note that by Definition 1.131(1),(2) both dom(s) and Ns

are linear spaces. Using again Definition 1.131(1),(2) and polarization we
will easily find a sesquilinear form ⟨·, ·⟩s such that s(ξ) = ⟨ξ, ξ⟩s. Let qs :
dom(s) → dom(s)/Ns be the quotient map, and let L be the completion
of dom(s)/Ns with respect to the inner product induced from ⟨·, ·⟩s, that
is ⟨qsξ,qsη⟩L = ⟨ξ, η⟩s for any ξ, η ∈ dom(s). If we denote by ∥ · ∥L
the corresponding Hilbert space norm on L, then s(ξ) = ∥qsξ∥2

L for ξ ∈
dom(qs) and s(ξ) = ∞ for ξ /∈ dom(qs). The operator qs, as an operator
from K to L, is closed. To see this, let (ξn)n∈N be a sequence from dom(s)
converging to some ξ ∈ K and such that the sequence (qsξn)n∈N from L
converges to some η ∈ L. Then, using Definition 1.131(3), we get s(ξ) ≤
supn∈N s(ξn) = supn∈N ∥qsξn∥2

L < ∞, so that ξ ∈ dom(qs). For a fixed
ε > 0, there is some n0 such that, for n,m ≥ n0, ∥qsξn − qsξm∥L ≤ ε,
that is s(ξn − ξm) ≤ ε2. Hence, again by lower semicontinuity of s, we
get s(ξn − ξ) ≤ supm s(ξn − ξm) ≤ ε2, so that ∥qsξn − qsξ∥L ≤ ε2,
that is qsξ = η. By a result fully analogous to that of Proposition 1.112,
but for operators between different Hilbert spaces (see [KR83, Theorem
2.7.8(v)]), we get that q∗

sqs is an (obviously positive) self-adjoint operator
on K. Put xs = q∗

sqs. Then x1/2
s = |qs| and

∥x1/2
s ξ∥ = ∥qsξ∥ for all ξ ∈ dom(x1/2

s ) = dom(qs).
Since u′dom(s) ⊆ dom(s) by Definition 1.131(4), we have u′K ⊆ K for
any unitary u′ ∈ M′. Similarly, xs ∈ ηM.

(c) ⇒ (a). Let K and x be as in (c). Denote by p the projection
from H on H ⊖ K and let x =

∫∞
0 λdeλ with eλ ↗ 1 − p for λ → ∞.

By Proposition 1.61(7) and Definition 1.124, we have eλ ∈ M for all
λ ∈ [0,∞) and p ∈ M. Moreover, x1/2 =

∫∞
0 λ1/2deλ and dom(x1/2) =
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{ξ ∈ K :
∫∞

0 λd(eλξ, ξ) < ∞}. Put m(K,x)(ω) =
∫∞

0 λd(ω(eλ)) + ∞ · ω(p).
For ω = ωξ we have m(K,x)(ωξ) = ∥x1/2ξ∥2 for ξ ∈ dom(x1/2), m(ωξ) = ∞
otherwise. The proof of lower semicontinuity is the same as in Remark
1.127. The uniqueness on ωξ is clear, by Theorem 1.55(6), other ω’s are
sums of ωξ. □

Theorem 1.133. Each m ∈ M̂+ has a unique spectral decomposition
of the form

m(ω) =
∫ ∞

0
λdω(eλ) + ∞ · ω(p), ω ∈ M+

∗ , (1.4)

which we write simply as

m =
∫ ∞

0
λdeλ + ∞ · p,

where (eλ) is an increasing, right-continuous family of projections from
M and p = 1− e∞ with e∞ = limλ→∞ eλ. Moreover

(1) e0 = 0 if and only if m(ω) > 0 for all ω ∈ M+
∗ \ {0};

(2) p = 0 if and only if {ω ∈ M+
∗ : m(ω) < ∞} is dense in M+

∗ .

Proof. The representation (1.4) is a consequence of Theorem 1.132
and its proof. For the proof of (1) and (2) assume that M acts in such
a Hilbert space H that any state ω is a vector state. By Theorem 1.132,
e0 = 0 if and only if x is injective if and only if m(ωξ) > 0 for all ξ ∈
H \{0}, which proves (1). If p = 0, then H = K, so that dom(x1/2) = {ξ :
m(ωξ) < ∞} is dense in H. Let ω ∈ M+

∗ , ω = ωξ. Choose ξn ∈ dom(x1/2)
so that ξn → ξ. Then ωn = ωξn → ω and m(ωn) < ∞. This shows “⇒”
in (2). If p ̸= 0, the set {ω ∈ M+

∗ : ω(p) = 0}, which contains the set
{ω ∈ M+

∗ : m(ω) < ∞}, is not dense in M+
∗ (as it is closed). □

Remark 1.134. Any normal ∗-isomorphism I from M onto N where
M and N are von Neumann algebras, in a very natural way admits a map
from M̂+ onto N̂+. Given m ∈ M̂+ with

m(ω) =
∫ ∞

0
λdω(eλ) + ∞ · ω(p), ω ∈ M+

∗ ,

one simply defines I (m) by means of the prescription

I (m)(ω) =
∫ ∞

0
λdω(I (eλ)) + ∞ · ω(I (p)), ω ∈ N +

∗ .
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Remark 1.135. Many useful aspects of the Borel functional calculus
are also applicable to the generalized positive operators. If for example
we are given an increasing function f : [0,∞] → [0,∞] which satisfies
f(0) = 0 and lims↗∞ f(s) = ∞, and which is continuous on [0, bf ] where
bf = sup{s ∈ [0,∞) : f(s) < ∞}, then given m ∈ M̂+ with

m(ω) =
∫ ∞

0
λdω(eλ) + ∞ · ω(p), ω ∈ M+

∗ ,

we may define f(m) by means of the prescription

f(m)(ω) =
∫ bf

0
f(λ)dω(eλ) + ∞ · ω(p+ (e∞ − ebf

)), ω ∈ M+
∗ .

Remark 1.136. If, for some m ∈ M̂+, m(ω) < ∞ for all ω ∈ M+
∗ ,

then there is an a ∈ M+ such that m(ω) = ω(a) for all ω ∈ M+
∗ . This is

an easy consequence of Theorem 1.132.

Proposition 1.137. Any m ∈ M̂+ is a pointwise limit of an increas-
ing sequence of bounded operators from M+.

Proof. If m =
∫∞

0 λdeλ + p · ∞, then an :=
∫ n

0 λdeλ + np ↗ m. □

Since we can treat M+ as a subset of M̂+, it is important to see
whether the inclusion x 7→ mx respects the order introduced in Definition
1.125.

Proposition 1.138. For x, y ∈ M+, x ≤ y if and only if mx ≤ my.
In other words, ≤ is the order obtained by restricting the usual order of
generalized positive operators.

Proof. By definition, x ≤ y implies mx(ωξ) ≤ my(ωξ) for each
ξ ∈ dom(y1/2). Since an arbitrary ω ∈ M∗ can be represented as a sum
ω = ∑

n∈N ωξn , and my(ωξ) = ∞ whenever ξ /∈ dom(y1/2), we have
mx ≤ my. Now, if mx ≤ my and ξ ∈ dom(y1/2), then my(ωξ) < ∞,

hence mx(ωξ) < ∞ and ξ ∈ dom(x1/2). Thus x ≤ y. □

Hence, the order on M+ inherited from M̂+ coincides with the order in
M+. Moreover, M+ is hereditary with respect to the order of generalized
positive operators:

Proposition 1.139. Let m,n ∈ M̂+ with m ≤ n. If n = my with
y ∈ M+, then m = mx for some x ∈ M+.
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Proof. Let m :=
∫∞

0 λdeλ + p · ∞ and n :=
∫∞

0 λdfλ + q · ∞. It is
clear that m ≤ n implies p ≤ q. Since n = my, we have q = 0, hence
p = 0, which yields the result. □

We also have:

Lemma 1.140. If mi ↗ m in M̂+ and a ∈ M, then a∗mia ↗ a∗ma.

Proof. Obvious from definitions. □

Example 1.141. Let M be commutative. Then, by Theorem 1.100, it
admits an additive and positively homogenous functional τ : M+ → [0,∞]
such that (P(M), µ), with µ = τ ↾ P(M), is a localizable measure algebra.
Let (X ,S, ν) be the corresponding measure space, and L∞(X ,S, ν) the
W ∗-algebra isomorphic to the von Neumann algebra M. We can identify
M+

∗ with L1
+(X ,S, ν). Let f : X → [0,∞] be a S-measurable function.

Put
mf (ω) =

∫
Ω
f · ω dµ for ω ∈ M+

∗ .

Then mf ∈ M̂+ by Fatou lemma. Moreover, mf = mg implies f = g

µ-a.e. On the other hand, if m ∈ M̂+, we can find a sequence fk ∈
L∞(X ,S, ν) s.t.

∫
fkω dµ ↗ m(ω). Put f = sup fk. Then m = mf .

Hence, M̂+ can be identified with the set of equivalence classes of mea-
surable functions X → [0,∞].





CHAPTER 2

Noncommutative measure theory
— semifinite case

2.1 Traces

The existence of traces on semifinite algebra is a non-trivial matter.
The key is the following lemma:

Lemma 2.1. [SZ79, 7.10] Let M be a finite von Neumann algebra. Any
functional µ ∈ Z(M)∗ has a unique extension to a tracial form τµ ∈ M∗.
If µ ∈ Z(M)+

∗ , then τµ ∈ M+
∗ .

The above lemma leads to an easy construction of a trace-like map
that characterizes finite von Neumann algebras.

Definition 2.2. [SZ79, 7.11, 7.12] A (canonical) centre-valued (or
central) trace on M is a linear bounded map T from M onto Z(M) such
that

(1) T (ab) = T (ba) for all a, b ∈ M;
(2) T (c) = c for c ∈ Z(M).

Theorem 2.3. [SZ79, 7.11] A von Neumann algebra M is finite if
and only if there exists a centre-valued trace T on M. The centre-valued
trace T is unique and has the following additional properties:

(1) ∥T ∥ = 1;
(2) T (ca) = cT (a) for c ∈ Z(M), a ∈ M (i.e. T is a Z(M)-

module map);
(3) T (M+) ⊆ Z(M)+ (i.e. T is positive);
(4) T is σ-weakly continuous (in particular, normal);
(5) if a ∈ M+ and T (a) = 0, then a = 0 (i.e. T is faithful);
(6) For each a ∈ M, T (a) is in the norm-closed convex hull of the

set {uau∗ : u ∈ U(M)}.
The next corollary states that the centre-valued trace restricted to

projections constitute a (centre-valued) dimension function.
55
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Corollary 2.4. Let M be a finite von Neumann algebra with the
centre-valued trace T . Then, for e, f ∈ P(M), we have e ∼ f (resp.
e ≾ f) if and only if T (e) = T (f) (resp. T (e) ≤ T (f))).

Proof. It follows from condition (1), (2) of Definition 2.2 and (3)
of Theorem 2.3 that e ∼ f (resp. e ≾ f) implies T (e) = T (f) (resp.
T (e) ≤ T (f))). Let now e, f ∈ P(M) and assume that T (e) ≤ T (f).
By Comparability Theorem 1.76 there is a central projection z ∈ M such
that ez ≾ fz and fz⊥ ≾ ez⊥. From the assumption, T (ez⊥) = T (e)z⊥ ≤
T (f)z⊥ = T (fz⊥). On the other hand, from fz⊥ ≾ ez⊥ it follows
that T (ez⊥) ≥ T (fz⊥). Thus T (ez⊥) = T (fz⊥). If ez⊥ ≁ fz⊥, then
ez⊥ ∼ g ≤ fz⊥ and g ̸= fz⊥. This implies T (ez⊥) = T (g) ≤ T (fz⊥)
and T (g) ̸= T (fz⊥), by the faithfulness of T (see Theorem 2.3(5)),
a contradiction. Hence ez⊥ ∼ fz⊥ and e ≾ f. If T (e) = T (f), then
e ≾ f and f ≾ e, and by Proposition 1.74, e ∼ f. □

Lemma 2.5. Let M be a finite von Neumann algebra, and let T be
the centre-valued trace on M. Then T (p ∨ q) ≤ T (p) + T (q) for all
p, q ∈ P(M).

Proof. By Kaplansky’s parallelogram law (Proposition 1.77) T (p ∨
q− p) = T (q− p∧ q), so that T (p∨ q) − T (p) = T (q) − T (p∧ q). Hence
T (p ∨ q) = T (p) + T (q) − T (p ∧ q) ≤ T (p) + T (q). □

Definition 2.6. A functional τ : M+ → [0,∞] is called a trace on M
if it satisfies the following conditions:

(1) τ(a+ b) = τ(a) + τ(b) for all a, b ∈ M+ (additivity)
(2) τ(λa) = λτ(a) for all a ∈ M+ and λ ≥ 0, with the provision that

0 · ∞ = 0 (homogeneity);
(3) τ(a∗a) = τ(aa∗) for all a ∈ M.

Definition 2.7. We say that a trace τ is:

(1) normal if for any a ∈ M+ and any net (ai) with ai ∈ M+ such
that ai ↗ a, we have τ(ai) ↗ τ(a).

(2) faithful if τ(a) = 0 for some a ∈ M+ implies a = 0.
(3) semifinite if the linear span of the set {a ∈ M+ : τ(a) < ∞} is

σ-weakly dense in M.
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Definition 2.8. For a trace τ, we introduce the following standard
notation:

Nτ = {a ∈ M : τ(a∗a) = 0}
pτ = {a ∈ M+ : τ(a) < ∞}
nτ = {a ∈ M : a∗a ∈ pτ}
mτ = linear span of pτ

Proposition 2.9. Let τ by a trace on M. Then:
(1) pτ is a hereditary subcone of M+;
(2) Nτ and nτ are two-sided ideals in M;
(3) mτ is the linear span of n∗

τnτ and mτ ⊆ nτ ∩ n∗
τ ;

(4) mτ is a ∗-subalgebra of M;
(5) τ ↾ pτ extends to a positive linear form on mτ (denoted also by

τ) and mτ ∩ M+ = pτ .

Proof. (1) is obvious.
(2) Let a, b ∈ M. Then

(a+ b)∗(a+ b) = 2(a∗a+ b∗b) − (a− b)∗(a− b) ≤ 2(a∗a+ b∗b)
which shows that both Nτ and nτ are linear spaces. Moreover,

τ(((ba)∗(ba)) = τ(a∗b∗ba) ≤ ∥b∥τ(a∗a),
so that both Nτ and nτ are left ideals. But condition (3) in Definition 2.6
ensures that Nτ and nτ are in fact two-sided ideals.

(3) If a ∈ pτ , the a1/2 ∈ nτ , so that a = (a∗)1/2a1/2 ∈ n∗
τnτ and

pτ ⊆ n∗
τnτ . On the other hand, if a, b ∈ nτ , then the polarization identity

b∗a = 1
4

3∑
n=0

in(a+ inb)∗(a+ inb)

shows that b∗a ∈ mτ and consequently n∗
τnτ ⊆ mτ . Finally, since nτ is

a two-sided ideal, pτ ⊆ n∗
τnτ ⊆ nτ ∩ n∗

τ , which ends the proof of (3).
(4) It is obvious that mτ is a linear space. That ab ∈ mτ whenever

a, b ∈ mτ follows easily from (3) and the fact that nτ is a left ideal. Finally,
a∗ ∈ mτ for a ∈ mτ follows immediately from (3).

(5) If a = a1−a2+ia3−ia4 = b1−b2+ib3−ib4 ∈ mτ with ai, bi ∈ pτ for
i = 1, . . . , 4, we have a1 − a2 = b1 − b2 and a3 − a4 = b3 − b4, which yields
τ(a1)− τ(a2) = τ(b1)− τ(b2) and τ(a3)− τ(a4) = τ(b3)− τ(b4). Hence the
number τ(a1) − τ(a2)+ iτ(a3) − iτ(a4) does not depend on representation
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of a as a linear combination of four elements of pτ and we define τ(a) as
that number. τ extended in this manner is clearly linear and hermitian.
If a ∈ mτ ∩ M+, then 0 ≤ a = a1 − a2 ≤ a1 ∈ pτ , so that a ∈ pτ and τ is
positive on mτ .

□

Here is a list of easy properties of the trace:

Proposition 2.10. Let τ be a trace on M. Then:
(1) τ(u∗au) = τ(a) for any a ∈ M+ and u ∈ U(M);
(2) if e, f ∈ P(M) and e ∼ f (resp. e ≾ f), then τ(e) = τ(f) (resp.

τ(e) ≤ τ(f));
(3) if τ is faithful, M is a factor and τ(e) = τ(f) (resp. τ(e) ≤ τ(f),

τ(e) < τ(f)) for some e, f ∈ P(M), then e ∼ f (resp. e ≾ f ,
e ≺ f).

(4) if τ is faithful and τ(e) < ∞ for some e ∈ P(M), then e is finite;

Proof. (1) We have τ(u∗au) = τ((a1/2u)(a1/2u)∗) = τ(a).
(2) e ∼ f means e = u∗u, f = uu∗ for some u ∈ M, hence τ(e) = τ(f).

The other part follows by Definition 1.73 and the monotonicity of the trace.
(3) Since M is a factor, e ≁ f, implies e ≺ f or f ≺ e. But then

τ(e) < τ(f) or τ(f) < τ(e), contradiction. The other parts follow as in
(2).

(4) Let f ∈ P(M) be such that f ≤ e and f ∼ e. Then τ(e − f) = 0,
hence e = f. That implies finiteness of e. □

Proposition 2.11. If τ is a normal trace on M, then there is a unique
central projection z ∈ M such that τ is faithful on (Mz)+ and (the ex-
tension of) τ is zero on Mz⊥.

Proof. By Kaplansky’s law 1.77 and Proposition 2.10(2), we have
τ(p ∨ q) + τ(p ∧ q) = τ(p) + τ(q) for any p, q ∈ P(M). Hence p, q ∈ Nτ

implies p ∨ q ∈ Nτ . Hence the family of projections in Nτ is upward
directed. Since τ is normal, τ(supP(Nτ )) = 0. Put z := supP(Nτ )⊥.
Then z⊥ is the largest projection which is annihilated by τ , from which it
is clear that τ is faithful on (zMz)+ and (the extension of) τ is zero on
z⊥Mz⊥. It can now easily be checked that τ(uz⊥u∗) = τ(z⊥) = 0, so that
uz⊥u∗ ≤ z⊥, for all u ∈ U(M). But this means that uz⊥u∗ = z⊥, for all
u ∈ U(M), and hence that z ∈ Z(M). □
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Definition 2.12. The projection z from the proposition above is
called the support (projection) of τ and is denoted by supp τ. The or-
thogonal complement of supp τ is called the null projection of τ and is
denoted by e0(τ).

Proposition 2.13. Let τ be a faithful normal trace on a von Neumann
algebra M. The following conditions are equivalent:

(1) pτ generates M as a von Neumann algebra (equivalently, the ∗-
algebra mτ is dense in M in any of the following topologies: weak,
σ-weak, strong, σ-strong, strong∗, σ-strong∗);

(2) there exists an orthogonal family {ei}i∈I such that ei ∈ P(M)∩pτ
for all i ∈ I, and ∑i∈I ei = 1;

(3) for each non-zero e ∈ P(M) there exists f ∈ P(M) such that
0 ̸= f ≤ e and τ(f) < ∞;

(4) there exists a family {ωi}i∈I with ωi ∈ M+
∗ for all i ∈ I, with

pairwise orthogonal supports, such that ∑i∈I suppωi = 1 and
τ = ∑

i∈I ωi (pointwise).

Proof. (3) ⇒ (2) Choose {ei} to be a maximal family of mutually
orthogonal non-zero projections of finite trace (use Zorn’s lemma and con-
dition (3) to show its existence).

(2) ⇒ (1) Let {ei}i∈I be the family from condition (2). For finite
J ⊆ I put fJ = ∑

i∈J ei. We will show that for a ∈ M, fJafJ ∈ mτ

and fJafJ → a strongly, which shows (1) by Theorem 1.59. In fact, for
any i, j ∈ I we have ei, ej ∈ nτ ∩ n∗

τ and nτ is a left ideal in M, so that
eiaej ∈ nτn

∗
τ ⊆ mτ . Now, fJ → 1 strongly and, for any ξ ∈ H,

∥(fJafJ − a)ξ∥ ≤ ∥(fJa(1 − fJ))ξ∥ + ∥(1 − fJ)aξ∥
≤ ∥a∥∥(1 − fJ)ξ∥ + ∥(1 − fJ)aξ∥ → 0,

which ends the proof.
(1) ⇒ (3). Let e ∈ M. By the Kaplansky density theorem 1.60, there

is a net (ai)i∈I , with ai ∈ M+, ∥ai∥ ≤ 1 such that ai → e strongly and
τ(ai) < ∞ for all i. Then τ(eaie) = τ(a1/2

i ea
1/2
i ) ≤ τ(ai) < ∞ for all i.

Since eaie → e strongly, there must exist an i0 such that eai0e ̸= 0. Hence,
for some ϵ > 0, 0 ̸= ϵχ[ϵ,∞)(eai0e) ≤ eai0e ≤ e. Put f = χ[ϵ,∞)(eai0e).
Then 0 ̸= f ≤ (1/ϵ)e, so that f ≤ e and τ(f) < ∞.

(2) ⇒ (4). Let {ei} be an orthogonal family of projections from pτ
with ∑ ei = 1. Then, as in (2) ⇒ (1), for all i, j and a ∈ M+, ejaei ∈ mτ



60 Noncommutative measure theory — semifinite case

and τ(a) = ∑
i,j τ(ejaei) = ∑

i τ(eiaei). Put ωi = eiτei. Then suppωi = ei
and τ = ∑

ωi.
(4) ⇒ (2). Choose ei = suppωi. Then ei ∈ P(M) ∩ pτ for all i ∈ I,

and ∑i∈I ei = 1, whence (2). □

Definition 2.14. We say that a faithful normal trace τ is semifinite
if it satisfies one of the equivalent conditions from Proposition 2.13. We
write f.n.s. instead of faithful normal semifinite.

Corollary 2.15. A semifinite normal trace τ is σ-weakly lower semi-
continuous.

Proof. Proposition 2.13(4) shows that τ is a sum of σ-weakly con-
tinuous functionals from M+

∗ , which implies that it is σ-weakly lower
semicontinuous. □

Proposition 2.16. If τ is a normal trace on M, then there exists
a unique central projection z ∈ M such that τ is semifinite on Mz and
τ(a) = ∞ for every non-zero a ∈ M+z

⊥.

Proof. Let n be the σ-weak closure of nτ . By Proposition 2.9(2), n
is then also a two-sided ideal in M, which by Proposition 1.61(5) ensures
that there is a central projection z ∈ M such that n = Mz. Notice that
then

span(pτ ) = mτ = span(n∗
τnτ ) ⊂ span(n∗n) = Mz.

So span(pτ ) ⊂ Mz. But we conversely also have that Mz = span(n∗n) ⊂
span(pτ ). To see this let a, b ∈ n be given and select nets (aγ), (bρ) in nτ
converging to a and b respectively. For each fixed ρ, the net (b∗

ρaγ)γ ⊂
span(n∗

τnτ ) = span(pτ ) converges to b∗
ρa. Hence the net (b∗

ρa) belongs
to span(pτ ). But then the limit b∗a also belongs to span(pτ ). This then
ensures that Mz = span(n∗n) ⊂ span(pτ ), and hence that span(pτ ) =
Mz, thereby proving the first claim.

If, on the other hand, there existed a non-zero a ∈ M+z
⊥, then also

a1/2 ∈ Mz⊥, so that a1/2 /∈ nτ and τ(a) = ∞. □

Definition 2.17. The projection z from the previous proposition is
called the semifinite projection of τ and is denoted by e∞(τ).

Obviously, e0(τ) ≤ e∞(τ) (cf. Definition 2.12).
Proposition 2.18. Let τ be a trace on factor von Neumann algebra

M. If τ is f.n.s. and e ∈ P(M) is finite, then τ(e) < ∞.
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Proof. Let τ(e) = ∞. By Proposition 2.13 there exists a projection f
with f ≤ e and τ(f) < τ(e). Let {ei}i∈I be a maximal orthogonal family of
non-zero equivalent projections in M with τ(ei) < ∞ and e′ := ∑

i∈I ei ≤
e. This family must be infinite since if it was finite, then given i0 we would
have that τ(ei0) < ∞ = τ(e − e′), whence ei0 ≺ e − e′ by Proposition
2.13. Thus there would then exist some projection e0 equivalent to all the
other ei’s with e0 ≤ e −

∑
i ei ≤ e, clearly contradicting the maximality.

By maximality, e − e′ ≺ ei (for all i). Choose a specific i0 ∈ I. Then
e− e′ ≺ ei0 and, by Proposition 1.80, ∑i∈I,i ̸=i0 ei ∼ e′. Hence

e = (e− e′) + e′ ≺ ei0 +
∑

i∈I,i ̸=i0
ei = e′ ≤ e,

which means that ∑i∈I,i ̸=i0 ei ∼ e′ ∼ e. This is impossible if e is finite,
hence the result. □

Definition 2.19. A family {τi}i∈I of non-zero traces on M is called
sufficient if for any non-zero a ∈ M+ there is i0 ∈ I such that τi0(a) ̸= 0.

Theorem 2.20. An algebra M is finite if and only if it possesses
a sufficient family of finite normal traces. An algebra M is finite and
σ-finite if and only if it admits a faithful normal tracial state.

Proof. “⇒” Assume M is finite. Let {µi}i∈I be a maximal family
of non-zero elements of Z(M)+

∗ with mutually orthogonal supports. It is
clear that∑i∈I suppµi = 1. Let τi := µi◦T , where T is the centre-valued
trace on M. Then {τi}i∈I is a sufficient family of finite normal traces on
M. If M is σ-finite, then Z(M) is σ-finite, so by Corollary 1.101 there is
a state µ on it, so that τ := µ ◦ T is a tracial state on M.

“⇐” Let 0 ̸= p ∈ P(M) be such that p ∼ 1. Let {τi}i∈I be a sufficient
family of finite normal traces on M. Put zi := supp τi. Then τi(pzi) =
τi(zi) for each i ∈ I, hence pzi = zi for each i ∈ I. Thus p = 1, which
implies that 1 is finite. Hence M is finite. If M admits a faithful normal
tracial state, then it must obviously be σ-finite. □

Theorem 2.21. A von Neumann algebra admits a faithful normal
semifinite trace if and only if it is semifinite.

Proof. “⇒” Assume M admits a faithful normal semifinite trace τ.
We need to show that there are no purely infinite projections in the centre
of M (see Definitions 1.78(6) and 1.84(7). Let 0 ̸= z ∈ P(Z(M)). By the
definition of semifiniteness (see Definition 2.14) and Proposition 2.13(3),
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there is a non-zero projection q ∈ M such that q ≤ z and τ(q) < ∞. By
Proposition 2.10(4), q is finite. Hence M is semifinite.

“⇐” Assume M is semifinite. Let {τi}i∈I be a maximal family of
normal semifinite traces on M with mutually orthogonal supports. Put
τ := ∑

i∈I τi. We claim that τ is a normal semifinite trace on M. In fact,
the trace property τ(a∗a) = τ(aa∗) is evident. Normality of τ follows
from normality of τ ’s and the fact that we can exchange sup and ∑ for
nonnegative terms. Let now p ∈ P(M) be such that τ(p) = ∞. Then
for some i0 we have pzi0 ̸= 0. By Proposition 2.13, there is a non-zero
projection q ∈ Mzi0 such that τi0(q) < ∞. But q ≤ p and τ(q) = τi0(q),
so that again by Proposition 2.13, τ is semifinite.

We will show that supp τ = 1. Suppose 0 ̸= z := 1 − supp τ. Since
Mz is semifinite, by Structure Theorem for von Neumann algebras there
is a non-zero central projection z0 ≤ z in M such that Mz0 = N ⊗B(H0)
with a finite von Neumann algebra N and a Hilbert space H0. By Theorem
2.20, there is a non-zero finite normal trace τN on N . By reducing the
projection z0 even further, to the support of τN , we can assume that τN is
faithful. For a ∈ Mz0 , write a = (ai,j)i,j∈I using Notation 1.89. Define τ0
on Mz0 by τ0(a) = ∑

i∈I τ(ai,i). It is clear that τ0 is additive and positively
homogeneous. By Proposition 1.90, we have: (a∗a)i,j = ∑

j∈I a
∗
j,iaj,i and

(aa∗)i,j = ∑
j∈I ai,ja

∗
i,j with the sums σ-strong∗-convergent. Hence, using

normality of τN and positivity of the terms, we get

τ0(a∗a) =
∑
i∈I

τN

∑
j∈I

a∗
j,iaj,i


=
∑
i∈I

∑
j∈I

τN (a∗
j,iaj,i) =

∑
j∈I

∑
i∈I

τN (a∗
j,iaj,i)

=
∑
j∈I

τN

(∑
i∈I

a∗
j,iaj,i

)
=
∑
j∈I

τN ((aa∗)j,j) = τ0(aa∗).

Thus τ0 is a trace on Mz0 . Normality of τ0 follows from normality of
τN together with the possibility of exchanging sup and ∑ for positive
terms. Note that τ0(a∗a) = 0 implies τN (a∗

j,iaj,i) = 0 for all i, j ∈ I.
Hence by faithfulness of τN one has aj,i = 0 for all i, j ∈ I, so that
a = 0. Thus τ0 is faithful. If τ0 is not semifinite, than for some projection
w ∈ Z(Mz0) we have τ0(a) = ∞ for any non-zero positive a ∈ M, a ≤ w.
But Z(M) = Z(N )⊗C1H0 , so that w = w0 ⊗ 1 with w0 ∈ Z(N ). Fix
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i0, j0 ∈ I and let a = (ai,j) with ai,j = w0 for i = i0 and j = j0, and
ai,j = 0 otherwise. Then τ0(a) = τN (w0) < ∞, a contradiction. Hence τ0
is a f.n.s. trace on Mz0, which contradicts the maximality of the family
{τi}. So finally, supp τ = 1M, so that τ is a f.n.s. trace on M. □

Proposition 2.22. If M is finite and τ is a normal semifinite trace
on M, then the restriction of τ to the centre of M is semifinite.

Proof. Let τ be a normal semifinite trace on M and let a ∈ M+.
By Proposition 2.3(6),

T (a) = norm− lim
kn∑
k=1

λ
(n)
k u

(n)∗
k au

(n)
k ,

for some unitaries u(n)
k and non-negative numbers λ(n)

k with∑kn
k=1 λ

(n)
k = 1.

Since τ is σ-weakly (so also norm) lower semicontinuous (see Corollary
2.15), we have

(τ ◦ T )(a) ≤ lim inf
n

kn∑
k=1

λ
(n)
k τ(u(n)∗

k au
(n)
k ) = τ(a).

We are ready to prove that τ is semifinite on the centre of M. Let 0 ̸=
p ∈ P(Z(M)). By semifiniteness of τ on M, there is a non-zero q ∈
P(M) such that q ≤ p. Now T (q) ≤ T (p) = p, and for some ϵ > 0 the
spectral projection r := χ(ϵ,∞)(T (q)) ̸= 0. We have ϵr ≤ rT (q) ≤ T (q),
so that τ(r) ≤ (1/ϵ)τ(T (q)) ≤ (1/ϵ)τ(q) < ∞. This means that τ is
semifinite. □

Corollary 2.23. Any normal semifinite trace τ on a finite von Neu-
mann algebra M is of the form µ◦T , where µ is a normal semifinite trace
on Z(M).

Proof. It is clear that if µ is a normal semifinite trace on Z(M),
then µ ◦ T is a normal semifinite trace on M (just note that T acts like
identity on Z(M)). If τ is a normal semifinite trace on M, then by the
proposition its restriction µ to Z(M)+ is semifinite. Hence it is a sum of
a family {µi} with µi ∈ Z(M)+

∗ with pairwise orthogonal supports. By
Lemma 2.1, µi ◦T = µi on Z(M) for all i, and by uniqueness in the same
lemma, τ ↾ (supp (µi)M) = µi ◦ T . Hence τ = µ ◦ T . □
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Definition 2.24. Let τ be a faithful normal semifinite trace on M.
We say that τ is bounded away from 0 if

inf{τ(p) : p ∈ P(M), p ̸= 0} > 0. (2.1)

Lemma 2.25. A f.n.s. trace τ on M can be bounded away from 0 only
if M is of type I and the centre of M is purely atomic. If τ is not bounded
away from zero, then we can find an orthogonal sequence (pn) of non-zero
projections from M such that τ(pn) → 0.

Proof. By Theorem 2.21, M must be semifinite. If M contains a con-
tinuous summand, we may assume that M actually is continuous. Let
p ∈ P(M) in M be such that 0 < τ(p) < ∞. Using the Halving Lemma
1.83(2), we can construct an orthogonal sequence (pn) of projections from
M starting with p and such that τ(pn) → 0; in particular, τ is not bounded
away from 0.

Assume now that M is discrete and contains a direct summand of
type Iα of the form K⊗B(H) with non-atomic K and α-dimensional H.
Let r be any minimal projection in the B(H). For a projection p in K,
any subprojection of p ⊗ r must be of the form q ⊗ r with q ≤ p being
a projection in K. Hence the formula µ(a) := τ(a⊗ r) defines a semifinite
trace on K. We can now start with any non-zero projection p in K of finite
trace, and divide it into two non-zero projections, of which at least one
will have trace ≤ τ(p)/2. It is clear that we can continue the process,
producing an orthogonal sequence (pn) of projections from K such that
τ(pn ⊗ r) = µ(pn) → 0. We have produced orthogonal sequence (pn ⊗ r)
in M with τ(pn ⊗ r) → 0; in particular, τ is not bounded away from 0.

Finally, let M be an infinite direct sum ∑⊕
i∈I Fi of type Iα factors. Let

ri be a minimal projection in Fi. If τ is not bounded away from 0, there
is a sequence (pn) of (different) projections from the family {ri} such that
τ(pn) → 0. The sequence is clearly orthogonal. □

Lemma 2.26. If the algebra M is infinite-dimensional, then there ex-
ists an infinite orthogonal family (pn) of non-zero projections from M.

Proof. This follows from Lemma 2.25 if τ is not bounded away from
zero. If τ is bounded away from zero, than M is an infinite direct sum of
type Iα factors, and the units of the factors form the desired family. □
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2.2 Measurability

In this section we deal with an important concept of measurable oper-
ators. The class of measurable operators will have a structure of a topo-
logical ∗-algebra and will contain all the noncommutative function spaces
we are going to consider.

The number of different operator classes we introduce here may seem
overwhelming. Nevertheless, some of them are given here only for the
sake of completeness. The differences between various classes of measur-
able operators disappear if we deal with finite trace or if we restrict our
attention to factors.

Definition 2.27. Let M be a semifinite von Neumann algebra en-
dowed with a faithful normal semifinite trace τ. Then:

(1) F (M, τ) denotes the set {a ∈ M : τ(|a|) < ∞}; its elements are
called τ -finite.

(2) K(M, τ) denotes the set
{a ∈ M : τ(χ(ϵ,∞)(|a|)) < ∞ for each ϵ > 0};

its elements are called τ -compact.
(3) S(M, τ) denotes the set

{a ∈ M : τ(χ(ϵ,∞)(|a|)) < ∞ for some ϵ > 0};
its elements are called τ -measurable.

(4) S(M) denotes the set
{a ∈ M : χ(ϵ,∞)(|a|) is finite for some ϵ > 0};

its elements are called (Segal) measurable.
(5) LS(M, τ) denotes the set {a ∈ M : there exists a sequence zn ∈

Z(M) such that zn ↗ 1 and azn ∈ S(M, τ) for each n}; its ele-
ments are called locally τ -measurable.

(6) LS(M) denotes the set {a ∈ M : there exists a sequence zn ∈
Z(M) such that zn ↗ 1 and azn ∈ S(M) for each n}; its ele-
ments are called locally (Segal) measurable.

Of the sets defined above, the most important for our purposes is that
of τ -measurable operators. Whenever it does not lead to confusion, we
will denote it by M̃. The notion was introduced by Nelson [Nel74]. It
turned out to be most useful, in particular, the class is large enough for the
theory of non-commutative Lp- and Orlicz spaces, both in the semifinite
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and the general case. The class of measurable operators was introduced
much earlier by Segal [Seg53]. Although not used much in the sequel, its
obvious advantage is its lack of dependence on the trace. Many results
are proved both for τ measurable and measurable operators, since the
proofs are essentially the same, mutatis mutandis. The definition of locally
measurable operators was given by Sankaran [San59], and the “lacking”
class of τ -locally measurable operators appeared in a paper by Cecchini
[Cec78]. The importance of the class of locally measurable operators will
be explained in Section 2.3.

τ -compact operators were introduced by Fack and Kosaki [FK86],
and investigated thoroughly by Stroh and West [SW93]. An inquisitive
reader will certainly notice the lack of operators compact with respect to
a von Neumann algebra. This class was introduced and explored by Kaftal
[Kaf77, Kaf78] and further investigated in type III factors by Halpern
and Kaftal [HK86, HK87]. It is not described here as it does not fit the
scheme we are using.

We know that the sum of two unbounded densely defined operators
can happen to have domain consisting only of 0. Thus, to have a non-
trivial algebraic structure for our operators we have to assume that their
domains are “large enough”, so that intersections of the domains are again
dense in H. Below you will find the proper definitions:

Definition 2.28. Let τ be a faithful normal semifinite trace on M.
A subspace D of H is called τ -dense (resp. strongly dense) in H if there is
a sequence (pn) of projections from M such that pnH ⊆ D, pn ↗ 1 and,
for each n, τ(p⊥

n ) is finite (resp. p⊥
n is finite). A sequence (pn) from the

definition is called a determining sequence for D.

Remark 2.29. It is clear that if (pn) is a determining sequence for
a τ -dense (resp. strongly dense) subspace of H, then τ(p⊥

n ) → 0 (resp.
pn → 0 strongly) as n → ∞. Moreover, a τ -dense subspace is strongly
dense, and a strongly dense subspace is dense in H.

Proposition 2.30.(1) The intersection of a countable number of
τ -dense subspaces of H is τ -dense in H.

(2) The intersection of a finite number of strongly dense subspaces of
H is strongly dense in H.

Proof. (1) Let {Dk} be a countable family of τ -dense subspaces of
H. Let D := ⋂

Dk and let (p(k)
n ) be a determining sequence for Dk, for
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each k. By going to a subsequence, we can assume that for each n and k,
τ(p(k)⊥

n ) < 1/2n+k. Put qn = ∧∞
k=1 p

(k)
n . Then

τ(q⊥
n ) = τ(

∞∨
k=1

p(k)⊥
n ) ≤

∞∑
k=1

τ(p(k)⊥
n ) ≤

∞∑
k=1

1/2k+n = 1/2n → 0

as n → ∞. Obviously, qn ↗, and the faithfulness of τ ensures that qn ↗ 1.
It is also clear that, for each n, qnH ⊆ D. Thus (qn) is a determining
sequence for D, and D is τ -dense.

(2) Assume now that D1 and D2 are strongly dense subspaces of H,
with determining sequences (pn) and (qn). We will show that (rn), where
rn := pn ∧ qn, is a determining sequence for D := D1 ∩D2. Note first that
r⊥

1 = p⊥
1 ∨ q⊥

1 is a finite projection in M, and that for each n, r⊥
n ≤ r⊥

1 , so
that pn, qn, r⊥

n ∈ Mr⊥
1
. Let T be the centre-valued trace on Mr⊥

1
. Then

T (p⊥
n ),T (q⊥

n ) ↘ 0 and, by Lemma 2.5,
T (r⊥

n ) = T (p⊥
n ∨ q⊥

n ) ≤ T (p⊥
n ) + T (q⊥

n ) ↘ 0.
Together with the obvious fact that r⊥

n ↘, the faithfulness of T yields
r⊥
n ↘ 0. It is clear that rnH ⊆ D, which means that rn is a determining

sequence for D. □

Definition 2.31. A preclosed (closable) operator a ∈ ηM is called
τ -premeasurable (resp. premeasurable) if it has a τ -dense (resp. strongly
dense) domain.

We need the following simple lemma.
Lemma 2.32.(1) Let p, q ∈ P(M). If p ∧ q = 0, then p ⪯ q⊥.
(2) Let D be strongly dense and let (pn) be a determining sequence

for D. If q ∈ P(M) is such that q∧pn = 0 for each n, then q = 0.
(3) Let D be strongly dense and let (pn) be a determining sequence

for D. If q, r ∈ P(M) is such that q∧pn = r∧pn for each n, then
q = r.

Proof. (1) By Kaplansky’s parallelogram law (see Proposition 1.77),
p = p− p ∧ q ∼ p ∨ q − q ≤ q⊥.

(2) By (1), q ⪯ p⊥
n ↘ 0. Hence T (q) ≤ T (pn) → 0 yields T (q) = 0

and, by faithfulness of T , q = 0.
(3) Put p = q − q ∧ r. By assumption, for each n we have q ∧ pn =

(q ∧ r) ∧ pn, which implies p ∧ pn = 0. By (2), p = 0, so that q = q ∧ r.
Similarly, r = q ∧ r, which yields q = r. □



68 Noncommutative measure theory — semifinite case

Lemma 2.33. Let a ∈ M. If ξ ∈ χ[0,ϵ](|a|)H, then ∥aξ∥ ≤ ϵ∥ξ∥. If, on
the other hand, 0 ̸= ξ ∈ χ(ϵ,∞)(|a|)H, then ∥aξ∥ > ϵ∥ξ∥.

Proof. In the first case, ∥aξ∥ = ∥|a|ξ∥ = ∥|a|χ[0,ϵ](|a|)ξ∥ ≤ ϵ∥ξ∥.
For the second part, by right continuity of the spectral decomposition
there is an ϵ′ > ϵ such that ξ ∈ χ[ϵ′,∞)(|a|). Let

∫∞
−∞ λdeλ be the spectral

decomposition of |a|. Then

∥aξ∥2 = ∥|a|ξ∥2 =
∫ ∞

−∞
λ2d(⟨eλξ, ξ⟩)

≥
∫

[ϵ′,∞)
λ2d(⟨eλξ, ξ⟩) ≥

∫
[ϵ′,∞)

ϵ′2d(⟨eλξ, ξ⟩)

= ϵ′2∥ξ∥2 > ϵ2∥ξ∥2.

□

Lemma 2.34.(1) Let a ∈ ηM be preclosed and let p ∈ P(M) be such
that pH ⊆ dom(a). Then ap ∈ M. In particular, if (pn) is a de-
termining sequence for the domain dom(a) of a τ -premeasurable
(resp. premeasurable) operator a, then apn is bounded for each
n.

(2) Let a ∈ M. Assume p ∈ P(M) is such that pH ⊆ dom(a). Then
χ(∥ap∥,∞)(|a|) ⪯ p⊥.

Proof. (1) If a is preclosed and pH ⊆ dom(a), then ap is closed and
everywhere defined, hence bounded by the closed graph theorem.

(2) The operator ap is closed and everywhere defined, hence bounded.
We have ap ∈ ηM, so that ap ∈ M. Put ϵ := ∥ap∥. By Lemma 2.33,
p ∧ χ(ϵ,∞)(|a|) = 0. By Lemma 2.32(1), χ(ϵ,∞)(|a|) ⪯ p⊥

□

Proposition 2.35. Let a ∈ M. The following conditions are equiva-
lent:

(1) a is τ -measurable (resp. a is measurable);
(2) |a| is τ -measurable (resp. |a| is measurable);
(3) the domain of a is τ -dense (resp. strongly dense) in H;
(4) there is a projection p ∈ M such that pH ⊆ dom(a) and τ(p⊥)

(resp. p⊥) is finite.
Proof. (1)⇒(2) is true by definition.
(2)⇒(3) Let a ∈ M̃ = S(M, τ) (resp. a ∈ S(M)), and let ϵ > 0 be

such that τ(χ(ϵ,∞)(|a|)) (resp. χ(ϵ,∞)(|a|)) is finite. Choose an increasing
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sequence ϵn → ∞ with ϵ1 := ϵ. Then the sequence pn := χ(ϵn,∞)(|a|)
satisfies (3).

(3)⇒(4) is obvious.
(4)⇒(1) This follows directly by Lemma 2.34(2). □

Corollary 2.36. The closure [a] of a τ -premeasurable (resp. pre-
measurable) operator a is τ -measurable (resp. measurable).

Lemma 2.37. Let a, b ∈ ηM, and let p, q ∈ P(M) be such that pH ⊆
dom(a), qH ⊆ dom(b) and ap, bq ∈ M. Put e := n(p⊥bq). Then e⊥ ≾
p⊥, p⊥bqe = 0 and e ∧ q ⊆ dom(ab).

Proof. We have e⊥ = sr(p⊥bq) ∼ sl(p⊥bq) ≤ p⊥. The equality
p⊥bqe = 0 is evident from the definition of e. Thus ξ ∈ eH implies
p⊥bqξ = 0, so that bqξ = pbqξ ⊆ pH ⊆ dom(a). Hence eH ⊆ dom(abq)
and (e ∧ q)H ⊆ dom(ab). □

Lemma 2.38. If a, b ∈ ηM are τ -premeasurable (resp. premeasurable),
then dom(ab) is τ -dense (resp. strongly dense).

Proof. Let (pn) be a determining sequence for dom(a) and let (qn)
be a determining sequence for dom(b). Put en := n(p⊥

n bqn). By Lemma
2.37, for each n, τ(e⊥

n ) (resp. e⊥
n ) is finite. Put fn := en ∧ qn. Again by

Lemma 2.37, fn ⊆ dom(ab) for each n. Clearly τ(f⊥
n ) (resp. f⊥

n ) are finite.
We shall show that fn ↗ 1. First, by Lemma 2.37,

p⊥
n+1bqn+1fn = p⊥

n+1bqn+1qnenfn = p⊥
n+1pnbqnfn = 0.

Hence fn ≤ n(p⊥
n+1bqn+1) = en+1. We also have fn ≤ qn ≤ qn+1, hence

fn ≤ fn+1. Suppose fn ↗ f. Using the normality of the centre-valued
trace T on the finite algebra f⊥

1 Mf⊥
1 , we get T (e⊥

n ) ≤ T (p⊥
n ) ↘ 0 and

T (q⊥
n ) ↘ 0, so that by Lemma 2.5 T (f⊥

n ) ↘ T (f⊥) = 0 and f = 1.
Hence, ab has a τ -dense (resp. strongly dense) domain. □

Corollary 2.39. If a ∈ M̃ = S(M, τ) (resp. a ∈ S(M)) and b ∈ M,

then a+ b, ab ∈ M̃ = S(M, τ) (resp. a+ b, ab ∈ S(M)).
Proof. Since a is closed, both a + b and ab are closed. Note that

dom(a + b) = dom(a), hence measurability of a + b follows from 2.35,
(1)⇔(3). By Lemma 2.38, ab has a strongly dense domain, which implies
its measurability (see 2.35, (1)⇔(3)). □

An important property of τ -measurable (resp. measurable) operators
stated in the next proposition is their rigidity: if they agree on a τ -dense
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(resp. strongly dense) domains, they are equal. This property will be
further generalized in Proposition 2.51.

Proposition 2.40.(1) If a, b ∈ ηM are premeasurable, D is a strongly
dense (in particular, a τ -dense) subspace of dom(a)∩dom(b) and
a ↾ D = b ↾ D, then [a] = [b].

(2) If a ∈ ηM is premeasurable and D is a strongly dense (in partic-
ular, a τ -dense) subspace of dom(a), then D is a core for [a].

(3) If a ∈ ηM is premeasurable and (pn) is a determining sequence
for dom(a), then D0 := ⋃

n pnH is a core for [a].

Proof. (1) We can assume that a, b ∈ S(M). Let N be the von Neu-
mann algebra M⊗B(C2) acting in H⊕H. Denote by pa, pb the projections
onto the graphs G(a),G(b) ⊆ H⊕H of a and b, respectively. Then G(a) and
G(b) are invariant under all elements of N ′ = M′ ⊗1C2 , hence pa, pb ∈ N .
Let (pn) be a determining sequence for D and let qn := pn ⊗ 1C2 for each
n. One easily checks that (qn) is a determining sequence for a strongly
dense subspace of H ⊕H. Moreover,

G(a) ∩ (qnH ⊕ qnH) = {(ξ, aξ) : ξ ∈ qnH, aξ ∈ qnH}
= {(ξ, bξ) : ξ ∈ qnH, bξ ∈ qnH}
= G(b) ∩ (qnH ⊕ qnH).

Hence pa ∧ qn = pb ∧ qn for each n, and by Lemma 2.32(3), pa = pb, so
that [a] = [b].

(2) It is clear that a ↾ D is premeasurable and that [a ↾ D] ↾ D =
[a] ↾ D. By (1), [a ↾ D] = [a], hence also [[a] ↾ D] = [a], so that D is a core
for [a].

(3) follows immediately from (2). □

Corollary 2.41. a ∈ LS(M) (resp. a ∈ LS(M, τ)) if and only if
|a| ∈ LS(M) (resp. |a| ∈ LS(M, τ))

Proof. Obvious by definition. □

Corollary 2.42. If a ∈ M̃ = S(M, τ) (resp. a ∈ S(M), a ∈
LS(M, τ), a ∈ LS(M)), then a∗ ∈ M̃ = S(M, τ) (resp. a∗ ∈ S(M),
a∗ ∈ LS(M, τ), a∗ ∈ LS(M))

Proof. Let a ∈ M have polar decomposition a = u|a|. Then a∗ =
|a|u∗, and the statements follow from Proposition 2.35, (1)⇒(2) and Corol-
laries 2.41, 2.39. □
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The relation between various classes of measurable operators is eluci-
dated in Propositions 2.43, 2.44, 2.45 and Theorem 2.46. Most of the im-
plications have appeared in the literature in one form or another, although
a few seem new. The diagram 2.2 should facilitate the reader’s orientation.
Those of you with deeper interest in measurability in von Neumann alge-
bras will find the survey of Muratov and Chilin [MC16] invaluable, where
they report on their own work on the subject and cite many other sources.
In particular, they research the dependence of the class M̃ = S(M, τ)
on the trace τ. It is worth noting that the class LS(M, τ) of τ -locally
measurable operators does not depend on the choice of τ (see [Cec78]).

Proposition 2.43. Let τ be a faithful normal semifinite trace on M.
We have

F (M, τ)
⊆

⊆

M

K(M, τ)
⊆

⊆
S(M, τ)

⊆

⊆

S(M)

LS(M, τ)
⊆

⊆
LS(M) ⊆ M (2.2)

Proof. The inclusion F (M, τ) ⊆ K(M, τ) follows from Chebyshev’s
inequality:

ϵχ(ϵ,∞)(|a|) ≤ |a|χ(ϵ,∞)(|a|) ≤ |a|.
Once you observe that projections from M having finite trace are neces-
sarily finite, all the other inclusions become completely obvious. □

We are going to describe the dependence of the classes on dimensional-
ity, factoriality and finiteness of M, and on properties of τ , such as being
finite or bounded away from zero.

Proposition 2.44. Let τ be a faithful normal semifinite trace on M.

(1) If M is a factor, then

S(M, τ) = S(M) = LS(M, τ) = LS(M).

(2) If M is finite, then

S(M) = LS(M) = M.

(3) The trace τ is bounded away from zero if and only if K(M, τ) ⊆
M, and if and only if M = S(M, τ).
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Proof. (1) The centre of a factor is trivial, and hence there is no
difference between local and non-local measurability. Moreover, in a factor
the trace of a projection is finite if and only if the projection is finite, hence
there is no difference between versions with and without τ.

(2) If M is finite, then every densely defined operator affiliated with
M is measurable, i.e. S(M) = M.

(3) If τ is bounded away from zero, then no unbounded operator
a ∈ M is τ -measurable. In fact, assume that a ∈ M is not bounded
and let en = χ[n,n+1)(|a|). Then infinitely many en’s are non-zero, which
shows that a is not τ -measurable. Hence M = S(M, τ), which implies
K(M, τ) ⊆ M. If τ is not bounded away from zero, then the algebra M is
infinite-dimensional, and there is, by Lemma 2.26, an orthogonal sequence
of non-zero projections (pn) such that τ(pn) → 0. We can assume that∑∞
n=1 τ(pn) < ∞. Then the operator ∑∞

n=1 npn belongs to K(M, τ) and
is unbounded. Hence K(M, τ) ⊈ M, and consequently M ≠ S(M, τ).

□

Proposition 2.45.(1) If M is finite-dimensional (so that the trace τ
is necessarily finite), then

F (M, τ) = M = K(M, τ) = S(M, τ)
= S(M) = LS(M, τ) = LS(M) = M.

(2) If M is infinite-dimensional, but the trace τ is finite, then
F (M, τ) = M ⫋ K(M, τ) = S(M, τ)
= S(M) = LS(M, τ) = LS(M) = M.

(3) If the trace τ is infinite, and M is of type I with finite-dimensional
centre, then

F (M, τ) ⫋ K(M, τ) ⫋ M = S(M, τ)
= S(M) = LS(M, τ) = LS(M) ⫋ M.

Proof. (1) is obvious, since in a finite-dimensional algebra F (M, τ) =
M = M.

(2) If the trace τ is finite, then F (M, τ) = M and K(M, τ) = M.
For τ to be bounded away from zero, M would have to be a direct sum of
type I factors (see Lemma 2.25). But τ is finite, so none of these factors
can be infinite-dimensional. Hence M is an infinite direct sum of type In
factors with n < ∞. Since τ is finite, it cannot be bounded away from
zero. By Proposition 2.44(3), M ≠ S(M, τ).
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(3) If M is of type I with finite-dimensional centre, then M is a finite
direct sum of type I factors, with at least one of them infinite. Thus τ
is bounded away from zero, and by Proposition 2.44, (1) and (3), M =
S(M, τ) = S(M) = LS(M, τ) = LS(M). Hence K(M, τ) ⊆ M, but
τ(1) = ∞, so that 1 ̸∈ K(M, τ) and K(M, τ) ̸= M. Let now (pn) be
an infinite orthogonal sequence of projections from M. Then the operator∑∞
n=1(1/n)pn belongs to K(M, τ), but not to F (M, τ). Obviously, M ≠

M. □

The next theorem clarifies which inclusions in diagram 2.2 of Propo-
sition 2.43 are, in fact, equalities:

Theorem 2.46.(1) F (M, τ) = M iff τ is finite.
(2) M = S(M, τ) iff τ is bounded away from 0.
(3) F (M, τ) = K(M, τ) iff M is finite-dimensional.
(4) K(M, τ) = S(M, τ) iff τ is finite.
(5) S(M, τ) = S(M) iff finite projections from M have finite trace.
(6) S(M) = LS(M) iff the centre of the properly infinite part of M

is finite-dimensional.
(7) S(M, τ) = LS(M, τ) iff the restriction of τ to the finite part of

M is finite, and the centre of the properly infinite part of M is
finite-dimensional.

(8) LS(M, τ) = LS(M) iff the centre of the type II part of M is
σ-finite.

(9) LS(M) = M iff M is finite.

Proof. (1) is clear from the definition.
(2) This is part of Proposition 2.44(3).
(3) “⇐” is obvious, since in finite-dimensional algebras F (M, τ) =

M = M.
“⇒” If M is infinite-dimensional, then we can construct the operator

a such that a ∈ K(M, τ) and a /∈ F (M, τ) as in the proof of Proposition
2.45(3).

(4) “⇐” If τ is finite, then clearly K(M, τ) = M, hence the result.
“⇒” If τ is infinite, then 1 ∈ S(M, τ) and 1 /∈ K(M, τ).
(5) “⇐” is clear from the definitions.
“⇒” Suppose p ∈ P(M) is such that p is finite and τ(p) = ∞. Take

a maximal orthogonal family of non-zero subprojections of p of finite trace
(it exists and sums up to p, by Proposition 2.13). It is clear that we can
choose from it a countable subfamily {pk} such that ∑∞

k=1 τ(pk) = ∞. Let
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a := ∑∞
k=1 kpk. Then a ∈ S(M), since χ(0,∞)(a) = ∑∞

k=1 pk ≤ p, which is
finite, but for each natural n, χ(n,∞)(a) = ∑∞

k=n+1 pk with τ(∑∞
k=n+1 pk) =

∞. Hence a ∈ S(M), but a /∈ S(M, τ).
(6) “⇐” If the algebra M is a direct sum of a finite von Neumann

algebra and a finite number of infinite factors, then S(M) = LS(M)
follows from (1) and (2) of Proposition 2.44.

“⇒” We assume that S(M) = LS(M) and that the centre of the prop-
erly infinite part of M is infinite dimensional. We are going to construct
an operator a such that a ∈ LS(M) and a /∈ S(M). There is no loss of
generality in assuming additionally that M is properly infinite. Let (zk)
be an orthogonal sequence of non-zero central projections from M such
that ∑∞

k=1 zk = 1. Define a := ∑∞
k=1 kzk. If wn = ∑n

k=1 zk, then wn ↗ 1

and w⊥
n is infinite (as a central projection in a properly infinite algebra).

Note that awn ∈ M ⊆ S(M), so that a ∈ LS(M). On the other hand,
for any ϵ > 0, the spectral projection χ(ϵ,∞) contains some w⊥

n , so it must
be infinite. Hence, a /∈ S(M), which ends the proof.

(7) “⇐” Let z ∈ Z(M) be such that zM is finite and (1 − z)M
is properly infinite. It is clear that S(zM, τ) = zS(M, τ) and S((1 −
z)M, τ) = (1 − z)S(M, τ). Take a ∈ LS(M, τ). Then a ∈ LS(M), so
that by (6) a ∈ S(M). Note that za ∈ S(zM, τ) by (5) applied to zM,
and (1−z)a ∈ S((1−z)M, τ) by Proposition 2.44(1). Hence a ∈ S(M, τ).

“⇒” Assume S(M, τ) = LS(M, τ). It is enough to show that if either
the restriction of τ to the finite part of M is infinite or the centre of the
properly infinite part of M is infinite-dimensional, we get a contradiction.
In both cases, there is an orthogonal sequence of non-zero projections
zk ∈ Z(M) such that for each n ∈ N, ∑∞

k=n τ(zk) = ∞. Indeed, if the
restriction of τ to the finite part of M is infinite, we can choose zk so that
τ(zk) < ∞ for each k, but ∑∞

k=1 τ(zk) = ∞, as in (5)“⇒”. If, on the other
hand, there is an orthogonal sequence of non-zero projections in the centre
of the properly infinite part of M, then all the projections zk are infinite,
so that τ(zk) = ∞ for each k. Put wn = ∑n

k=1 zk and w = supnwn. Then
vn := wn + (1−w) ↗ 1. Let a ∈ ηM be the operator ∑∞

k=1 kzk. For each
n we have then vna = ∑n

k=1 kzk ∈ M ⊆ S(M, τ), so that a ∈ LS(M, τ),
but a /∈ S(M, τ) (cf. the proof of (5)).

(8) “⇐” Suppose first that M is of type In with n < ∞. Take a ∈
LS(M). By (7), a ∈ S(M). Let {fk} be an orthogonal family of abelian
projections from M such that ∑n

k=1 fk = 1 (which implies z(fk) = 1 for
each k), and denote by vi,k partial isometries from M such that v∗

i,kvi,k =
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fk and vi,kv
∗
i,k = fi . By Lemma 2.39, the operators afk ∈ S(M), and

by Proposition 2.35, also |afk|, are measurable. Let ek,m := χ(m,∞)(|afk|)
and zk,m := z(ek,m). Note that n(|afk|) = n(afk) ≥ f⊥

k , so that ek,m ≤
sl(|afk|) ≤ fk. Since fkMfk = Z(M)fk (see Proposition 1.68), ek,m =
zk,mfk. We check that for a fixed k, zk,m ↘ 0 as m → ∞. In fact,

zk,m =
n∑
j=1

fjzk,m =
n∑
j=1

vj,kfkv
∗
j,kzk,m =

n∑
j=1

vj,kek,mv
∗
j,k,

and so ek,m ↘ 0 as m → ∞ implies zk,m ↘ 0 as m → ∞.

Put zm := z⊥
1,mz

⊥
2,m . . . z

⊥
n,m. Clearly, zm ↗ 1 as m → ∞. Since

z⊥
k,mfk = e⊥

k,mfk, we have that

fkzm = fke
⊥
k,mwk,

where wk := z⊥
1,m . . . z

⊥
k−1,mz

⊥
k+1,m . . . z

⊥
n,m. Hence the closed operators

afkzm = afke
⊥
k,mwk are bounded with ∥afkzm∥ ≤ m. Therefore the closed

operators azm = a(∑n
k=1 fkzm) ⊇

∑n
k=1 afkzm (see 1.104) are also bounded,

and consequently a ∈ LS(M, τ).
Assume now that M is a σ-finite algebra of type II1, and let a ∈

LS(M). Again, by (7), a ∈ S(M). If τ is finite, there is nothing to prove
(see Proposition 2.44), so assume τ is infinite. By Lemma 2.22, the restric-
tion of τ to M is semifinite. By Proposition 2.13(2), there is an orthogo-
nal family of non-zero projections {wi}i∈I in the centre Z(M) such that
τ(wi) < ∞ and ∑i∈I wi = 1. Since the algebra is σ-finite, I is countable.
Put zn := ∑n

k=1wk. Then zn ↗ 1 as n → ∞, and azn ∈ S(Mzn, τ), by
(5). Obviously, azn is τ -measurable in M as well, hence a ∈ LS(M, τ).

Let now a ∈ S(M) and M be properly infinite. Let p := χ[0,λ](|a|) be
such that ap ∈ M and p⊥ is finite. Using Lemma 2.39 and the inclusion
a = a(p+ p⊥) ⊇ ap+ ap⊥, we easily get a = ap+ ap⊥, with ap⊥ ∈ S(M).
If the centre of type II part of M is σ-finite, the same is true of Mp⊥ . If
this is the case, ap⊥ ∈ LS(M, τ) by the previous part of the proof. Again
by Lemma 2.39, a ∈ LS(M, τ).

It is clear from the above proof that whenever a ∈ S(M) and M is
either of type In (with an arbitrary n) or of type II with σ-finite centre,
one can find a sequence of central projections zn such that azn is bounded
and zn ↗ 1. If now a ∈ LS(M), then there is a sequence (wk) of central
projections such that awk ∈ S(M) and wk ↗ 1. Let v(k)

n ∈ Z(M) be
such that a(wk − wk−1)v(k)

n ∈ M and v(k)
n ↗ wk − wk−1 (with w0 = 0) as
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n → ∞. Put z(k)
n = ∑k

j=1 v
(k)
n . It is routine to check that zkk ↗ 1, with the

boundedness of azkk implying that a ∈ LS(M, τ).
“⇒” Assume now M is a non-σ-finite von Neumann algebra of type

II. Let p ∈ P(M) be finite with central support 1; this can easily be
done using an exhaustion argument, remembering that the sum of cen-
trally orthogonal finite projections is again finite. Let now (pk) be an
orthogonal sequence of non-zero subprojections of p with central support
1 such that ∑∞

k=1 pk = p; this could be done by consecutive halving of
projections (see Lemma 1.83)(2), starting with p. Note that pkz ̸= 0 for
all non-zero z ∈ Z(M). Let a := ∑∞

k=1 kpk. Then a ∈ S(M), since
χ(n,∞)(|a|) = ∑∞

k=n+1 pk ≤ p is finite. Let (zn) be a sequence of cen-
tral projections such that zn ↗ 1. For sufficiently large n the projection
zn is a sum of uncountable number of orthogonal central projections, say
zα (otherwise, (zn − zn−1) with z0 = 0 would be a countable orthog-
onal sequence of σ-finite central projections with sum 1). For such n,
azn cannot be τ -measurable, since τ(χ(n,∞)(|azn|)) = τ(∑∞

k=n+1 pk) and
τ(pn+1) = ∑

α τ(pn+1z) = ∞, as an uncountable sum of positive numbers.
Hence, a /∈ LS(M, τ), which ends the proof.

(9) “⇐” This is part of Proposition 2.44.
“⇒” Suppose M is not finite. We are going to build a closed and

densely defined operator a which is not locally measurable. Let Mz,
for a non-zero central projection z, be the properly infinite part of M. If
a /∈ LS(Mz, τ), then a /∈ LS(M, τ), so we can assume that z = 1. Choose
an orthogonal sequence of properly infinite projections (pk) from M with
central support 1 (for example, by consecutive halving, starting with 1),
and let a := ∑∞

k=1 kpk. Then a ∈ M, but a /∈ LS(M), since z(a) = 1 and
for any central projection z the projection χ(n,∞)(|az|) = ∑∞

k=n+1 pkz) is
infinite. □

2.3 Algebraic properties of measurable operators

In this section we show (in Theorem 2.50) that the space LS(M) of lo-
cally measurable operators forms, with strong sum and strong product (see
Theorem 2.48), a ∗-algebra, and that LS(M, τ), S(M) and M̃ = S(M, τ)
are its ∗-subalgebras. The importance of locally measurable operators
stems from the fact that they form, in a sense, the largest class that is
worth considering for measurability. If we want to include an operator
x ∈ M in such a class, we should clearly require that ax is closable for
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any a ∈ M, so that the strong product of a and x can be defined. As
shown by Yeadon in a paper [Yea75] generalizing a former result of Dixon
[Dix71], this implies that x is, in fact, locally measurable. Another im-
portant application of the notion will be found in Section 3.3.

Lemma 2.47. If a, b ∈ ηM are τ -premeasurable (resp. premeasurable),
then a+ b and ab are τ -premeasurable (resp. premeasurable).

Proof. By Proposition 2.30 and Lemma 2.38, both a+ b and ab have
τ -dense (resp. strongly dense) domains, so it is enough to show that they
are closable. By Corollary 2.42, both [a]∗ and [b]∗ are measurable, hence
dom([a]∗ +[b]∗) and dom([b]∗[a]∗) are dense and the operators ([a]∗ +[b]∗)∗

and ([b]∗[a]∗)∗ exist and are closed. Consequently, both
a+ b ⊆ [a] + [b] ⊆ ([a]∗ + [b]∗)∗

and
ab ⊆ [a][b] ⊆ ([b]∗[a]∗)∗

are closable. □

Theorem 2.48. The space M̃ = S(M, τ) (resp. S(M)) with the
operations (a, b) 7→ [a+ b] of strong sum, (a, b) 7→ [ab] of strong product,
together with the operation of multiplication by (complex) scalar (λ, a) 7→
λa and the adjoint operation ∗ forms a ∗-algebra.

Proof. If a, b, c ∈ ηM are τ -premeasurable (resp. premeasurable),
then by Lemma 2.47 (a+ b) + c, a+ (b+ c), (ab)c, a(bc), (a+ b)c, ac+ bc,
c(a + b), ca + cb are all τ -premeasurable (resp. premeasurable), and by
Proposition 2.40 one has

[[a+ b] + c] = [a+ [b+ c]], [[ab]c] = [a[bc]],
[[a+ b]c] = [[ac] + [bc]], [c[a+ b]] = [[ca] + [cb]],
[a+ b]∗ = [a∗ + b∗], [ab]∗ = [b∗a∗].

It is obvious that λa is τ -premeasurable (resp. premeasurable) if a is τ -
premeasurable (resp. premeasurable), for any λ ∈ C. Similarly, λa ∈ M̃ =
S(M, τ) (resp. λa ∈ S(M)) for a ∈ M̃ = S(M, τ) (resp. a ∈ S(M)), for
any λ ∈ C. The result follows. □

Notation 2.49. In the sequel, we will denote the operations of the
strong sum and strong product by +̄ and ·̄, respectively. That is, a+̄b :=
[a + b] and ā·b := [ab]. Similarly, we write a−̄b for [a − b]. We shall write
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simply a + b for the strong sum and ab for the strong product whenever
the meaning is obvious from the context and does not lead to confusion.

Theorem 2.50. If a, b ∈ LS(M, τ) (resp. LS(M)), then a + b, ab
are both closable, [a + b], [ab] ∈ LS(M, τ) (resp. LS(M)), and the space
LS(M, τ) (resp. LS(M)) with the operations of strong sum, strong prod-
uct, multiplication by (complex) scalar (λ, a) 7→ λa and the adjoint opera-
tion ∗ forms a ∗-algebra.

Proof. If a, b ∈ LS(M, τ) (resp. LS(M)), then we can find one
sequence (zn) of central projections with zn ↗ 1 such that azn, bzn ∈
S(M, τ) (resp. S(M)). Since (a+b)zn = azn+bzn, a+̄b ∈ LS(M, τ) (resp.
LS(M)). For the product, note that aznbzn ∈ S(M, τ) (resp. S(M)),
and that znb ⊆ bzn by Lemma 1.121, which implies aznbzn ⊆ abzn. By
Proposition 2.40, aznbzn = abzn. This means that abzn ∈ S(M, τ) (resp.
abzn ∈ S(M)) and ab ∈ LS(M, τ) (resp. ab ∈ LS(M)). Finally, a ∈ M
implies that zna is densely defined and zna ⊆ azn. Hence (azn)∗ exists and
(azn)∗ ⊆ (zna)∗ = a∗zn. By Proposition 2.40, a∗zn = (azn)∗ ∈ S(M, τ)
(resp. a∗zn ∈ S(M)) and a ∈ LS(M, τ) (resp. a ∈ LS(M)). □

The following proposition strengthens the conclusions of Proposition
2.40:

Proposition 2.51. Let a, b ∈ ηM be τ -premeasurable (resp. premea-
surable), and let x ∈ ηM. Then

(1) If D is a dense subspace of dom(a) ∩ dom(b) and a ↾ D = b ↾ D,
then [a] = [b]; in particular, if a, b ∈ M̃ = S(M, τ) (resp. a, b ∈
S(M)) agree on a dense subspace, then a = b.

(2) If x is closable and a ⊆ x, then [x] = [a].
(3) If x is densely defined and x ⊆ a, then [x] = [a].

Proof. (1) [a]−̄[b] is τ -measurable (resp. measurable) and [a]−̄[b] ⊇
0 ↾ D, so ([a]−̄[b])∗ ⊆ 0. On the other hand, ([a]−̄[b])∗ is τ -measurable
(resp. measurable), so it must be 0, which implies [a] = [b] by Theorem
2.50.

(2) The assumptions ensure that x is τ -premeasurable (resp. premea-
surable), so we get the result from (1).

(3) follows from (2) by taking adjoints. □
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2.4 Topological properties of measurable operators

In this section, we will introduce the so-called measure topology (re-
spectively the topology of convergence in measure) in the ∗-algebra M̃
and show that it turns M̃ into a complete topological ∗-algebra.

One can obtain similar results for other classes of measurability, but
that would require introduction of another topology, that of local conver-
gence in measure (see [Yea73]), which will not be used in the sequel.

Notation 2.52. We denote by N (ϵ, δ) the set {a ∈ M̃ : there exists
a projection p = pϵ,δ ∈ M such that pH ⊆ dom(a), ∥ap∥ ≤ ϵ and τ(p⊥) ≤
δ}.

Lemma 2.53. Let a ∈ M̃. Then:

(1) a ∈ N (ϵ, δ) iff τ(χ(ϵ,∞)(|a|) ≤ δ. In particular, a ∈ N (ϵ, δ) iff
|a| ∈ N (ϵ, δ).

(2) for all a ∈ M̃ and δ > 0 there is an ϵ > 0 such that a ∈ N (ϵ, δ).

Proof. (1)“⇐” Put p := χ(ϵ,∞)(|a|) in the definition of N (ϵ, δ).
(1)“⇒” This follows directly from Lemma 2.34(2).

(2) follows immediately from (1), the definition of τ -measurability and
the normality of the trace. □

Lemma 2.54. For all ϵ, ϵ1, ϵ2, δ, δ1, δ2 > 0 and λ ∈ C we have:

(1) N (ϵ, δ)∗ = N (ϵ, δ),
(2) N (|λ|ϵ, δ) = λN (ϵ, δ),
(3) if ϵ1 ≤ ϵ2 and δ1 ≤ δ2, then N (ϵ1, δ1) ⊆ N (ϵ2, δ2),
(4) N (ϵ1, δ1) ∩ N (ϵ2, δ2) ⊇ N (min(ϵ1, ϵ2),min(δ1, δ2)),
(5) N (ϵ1, δ1)+̄N (ϵ2, δ2) ⊆ N (ϵ1 + ϵ2, δ1 + δ2),
(6) N (ϵ1, δ1)̄·N (ϵ2, δ2) ⊆ N (ϵ1ϵ2, δ1 + δ2).

Proof. (1) Assume a ∈ M̃, and let a = u|a| be its polar decomposi-
tion. Then u maps s(|a|) isometrically onto s(|a∗|) and |a∗| = u|a|u∗. For
any ξ ∈ H, we have

⟨|a∗|ξ, ξ⟩ =
∫

(0,∞)
λd⟨eλ(|a∗|)ξ, ξ⟩,
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and

⟨|a∗|ξ, ξ⟩ = ⟨|a|u∗ξ, u∗ξ⟩ =
∫

(0,∞)
λd⟨eλ(|a|)u∗ξ, u∗ξ⟩

=
∫

(0,∞)
λd⟨(ueλ(|a|)u∗)ξ, ξ⟩.

By the uniqueness of the spectral decomposition, eλ(|a∗|) = ueλ(|a|)u∗ for
each λ ≥ 0. Hence e(ϵ,∞)(|a∗|) = ue(ϵ,∞)(|a|)u∗ and

τ(χ(ϵ,∞)(|a∗|)) = τ(uχ(ϵ,∞)(|a|)u∗) = τ(u∗uχ(ϵ,∞)(|a|))
= τ(s(|a|)χ(ϵ,∞)(|a|)) = τ(χ(ϵ,∞)(|a|))

for each ϵ > 0, which implies (1).
(2) and (3) are obvious, and (4) follows immediately from (3).
(5) If a ∈ N (ϵ1, δ1) and b ∈ N (ϵ2, δ2), then there exist projections

p, q ∈ M such that pH ⊆ dom(a), qH ⊆ dom(b), ∥ap∥ ≤ ϵ1, ∥bq∥ ≤ ϵ2,
and τ(p⊥) ≤ δ1, τ(q⊥) ≤ δ2. Put r := p ∧ q. Then rH ⊆ dom(a+̄b),
∥(a+̄b)r∥ = ∥ar + br∥ ≤ ϵ1 + ϵ2 and τ(r⊥) ≤ δ1 + δ2, which implies (5).

(6) Assume a ∈ N (ϵ1, δ1) and b ∈ N (ϵ2, δ2). Choose projections p, q ∈
M such that pH ⊆ dom(a), qH ⊆ dom(b), ∥ap∥ ≤ ϵ1, ∥bq∥ ≤ ϵ2, and
τ(p⊥) ≤ δ1, τ(q⊥) ≤ δ2. Let e := n(p⊥bq) and f := e∧q. Then, by Lemma
2.37, fH ⊆ dom(ab) and pbqe = bqe, so that abf = abqef = apbqef =
apbqf. Thus ∥(ā·b)f∥ = ∥abf∥ ≤ ϵ1ϵ2. Similarly, again by Lemma 2.37,
τ(f⊥) ≤ τ(e⊥)+τ(q⊥) ≤ τ(p⊥)+τ(q⊥) ≤ δ1+δ2, which ends the proof. □

Proposition 2.55. The sets N (ϵ, δ) form a basis of neighbourhoods
of 0 for a vector space topology on M̃, called the measure topology.

Proof. By definition, a set A ⊆ M̃ is open in the measure topology if,
for each a ∈ A, there are ϵ, δ > 0 such that a+̄N (ϵ, δ) ⊆ A. It follows from
(4) of Lemma 2.54 that the sets N (ϵ, δ) form a basis of neighbourhoods of
0 for a translation-invariant topology on M̃. The neighbourhoods N (ϵ, δ)
are balanced (or circled) by (2) and (3) of the lemma, and absorbing by
using additionally Lemma 2.53(2). Together with Lemma 2.54, this yields
the result (see, for example, [SW99, 1.2]). □

Theorem 2.56. The algebra M̃ of τ -measurable operators endowed
with the measure topology, is a complete metrizable topological ∗-algebra
in which M is dense.
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Proof. The joint continuity of the multiplication follows easily from
Lemma 2.54(6) and Lemma 2.53(2). The continuity of the ∗ operation
follows from Lemma 2.54(1). Note that {N (1/n, 1/n) : n ∈ N} forms
a countable base of neighbourhoods at 0 for the measure topology. The
topology is Hausdorff, since ⋂ϵ,δ>0 N (ϵ, δ) = {0}. In fact, if, for a fixed
ϵ, a ∈ N (ϵ, δ) for each δ > 0, then by Lemma 2.53(1), τ(χ(ϵ,∞)(|a|)) = 0.
Since this is true for all ϵ > 0, we get a = 0. The countability of the base
at 0 of a Hausdorff vector topology implies its metrizability, see [SW99,
6.1].

Let us show that M is dense in M̃ in the measure topology. Let
a ∈ M̃ and let (pn) be a determining sequence for dom(a). The normality
of τ implies τ(p⊥

n ) → 0. Take any ϵ, δ > 0, and choose n0 so that τ(p⊥
n ) ≤ δ

for n ≥ n0. Then a − apn ∈ N (ϵ, δ) for n ≥ n0. In fact, it is enough to
take pϵ,δ := pn in the definition of N (ϵ, δ) (see 2.52).

To show that M̃ is complete in the measure topology, it is enough to
show that every sequence in M̃ Cauchy in measure converges in measure
to an element of M̃. This follows directly from the metrizability of M̃ (or,
even simpler, the existence of a countable base of neighbourhoods of 0 in
M̃). We can assume that the Cauchy sequence is taken from M. In fact,
for a sequence (an) from M̃ we can pick a sequence (a′

n) from M in such
a way that an−a′

n ∈ N (1/n, 1/n) for all n ∈ N. Then (a′
n) is Cauchy, and

its limit (if any) is also the limit of (an). By going to a subsequence, we can
also assume that an−an+1 ∈ N (1/2n+1, 1/2n+1). So let (an) be a Cauchy
sequence from M satisfying the above condition. Then, by Lemma 2.54,
also a∗

n − a∗
n+1 ∈ N (1/2n+1, 1/2n+1). Choose projections p′

n and p′′
n from

M so that ∥(an+1 −an)p′
n∥ ≤ 1/2n+1, ∥(a∗

n+1 −a∗
n)p′′

n∥ ≤ 1/2n+1, τ(p′⊥
n ) ≤

1/2n+1 and τ(p′′⊥
n ) ≤ 1/2n+1. Put pn := p′

n ∧ p′′
n. Then ∥(an+1 − an)pn∥ ≤

1/2n+1 and τ(p⊥
n ) ≤ 1/2n. For each n ∈ N, put qn = ∧∞

k=n+1 pk, so that
τ(q⊥

n ) ≤
∑∞
k=n+1 1/2k = 1/2n.

We calculate, for m ≥ n+ 1 and ℓ ∈ N,

∥(am+ℓ − am)qn∥ ≤
m+ℓ−1∑
k=m

∥(ak+1 − ak)qn∥ ≤
m+ℓ−1∑
k=m

∥(ak+1 − ak)pk∥

≤
m+ℓ−1∑
k=m

1/2k+1 ≤ 1/2m,
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and similarly
∥(a∗

m+ℓ − a∗
m)qn∥ ≤ 1/2m.

Hence, if ξ ∈ qnH, then both (anξ) and (a∗
nξ) are Cauchy sequences in

H. Thus we can define operators a0 and b0 with domain D = ⋃
n∈N qnH

by a0ξ := limm→∞ amξ and b0ξ := limm→∞ a∗
mξ. Clearly a0, b0 ∈ ηM

and their domain D is τ -dense in H. Moreover, for all ξ, η ∈ D we have
⟨a0ξ, η⟩ = limm→∞⟨amξ, η⟩ = limm→∞⟨ξ, a∗

mη⟩ = ⟨ξ, b0η⟩, so that a0 ⊆ b∗
0

and a0 is premeasurable. Put a = [a0], so that a ∈ M̃.
We will show now that (an) actually converges in measure to a. Take

any ϵ, δ > 0, and let n0 be such that ϵ ≥ 1/2n0+1 and δ ≥ 1/2n0 We claim
that a−am ∈ N (ϵ, δ) for m ≥ n0 +1. In fact, it is enough to take p := qn0

in the definition of N (ϵ, δ). We have τ(q⊥
n0) ≤ 1/2n0 ≤ δ. Moreover,

∥(a− am)qn0∥ = sup
ξ∈H,∥ξ∥≤1

∥(a− am)qn0ξ∥

≤ sup
ξ∈H,∥ξ∥≤1

lim sup
ℓ→∞

∥(am+ℓ − am)qn0ξ∥

≤ sup
ξ∈H,∥ξ∥≤1

lim sup
ℓ→∞

∥(am+ℓ − am)qn0∥∥ξ∥

≤ sup
ξ∈H,∥ξ∥≤1

lim sup
ℓ→∞

(1/2m)∥ξ∥ ≤ ϵ.

This ends the proof of the theorem. □

2.5 Order properties of measurable operators

Up to now, we have defined the order ≤ in a C∗-algebra, in the set
of bounded and unbounded operators acting on a Hilbert space H, and
another order ≤̂ in the set of generalized positive operators M̂+, associated
with a von Neumann algebra M. For semifinite von Neumann algebras and
measurable operators associated with them, the natural order is given by
the following:

Notation 2.57. For a, b ∈ S(M)h, we write a≤̄b if b−̄a ∈ S(M)+.

Lemma 2.58. For a, b ∈ S(M, τ)+ (or a, b ∈ S(M)+) we have a ≤ b
iff a≤̄b.

Proof. We have dom(x) ⊆ dom(x1/2) for any x ∈ M+. If a ≤ b,

then ⟨aξ, ξ⟩ ≤ ⟨bξ, ξ⟩ for all ξ ∈ dom(b1/2) ⊇ dom(a) ∩ dom(b), so that
a≤̄b. To prove the reverse implication, note that by Propositions 2.30
and 2.40(2), dom(a) ∩ dom(b) is a core for b1/2. Choose ξ ∈ dom(b1/2).



Noncommutative measure theory — semifinite case 83

Let ξn ∈ dom(a) ∩ dom(b) be such that ξn → ξ and b1/2ξn → b1/2ξ.
Then ⟨a(ξn − ξm), ξn − ξm⟩ ≤ ⟨b(ξn − ξm), ξn − ξm⟩ for all n,m, so that
∥a1/2ξn − a1/2ξm∥ ≤ ∥b1/2ξn − b1/2ξm∥ and (a1/2ξn) is a Cauchy sequence,
and since a1/2 is closed, ξ ∈ dom(a1/2). The inequality ∥a1/2ξ∥ ≤ ∥b1/2ξ∥
holds for all ξ ∈ dom(a) ∩ dom(b), and dom(a) ∩ dom(b) is a core for b1/2,
so the inequality holds for ξ ∈ dom(b1/2) as well. □

Corollary 2.59. The inclusions M̃+ = S(M, τ)+ ↪→ S(M)+ ↪→
M+ ↪→ M̂+ are order-preserving.

It should be noted that one of the consequences of Lemma 2.58 is
that to prove a ≤ b for (τ -)measurable a, b it is enough to show that
⟨aξ, ξ⟩ ≤ ⟨bξ, ξ⟩ for ξ ∈ dom(a) ∩ dom(b).

We will now show that all the classes of measurable operators that we
have considered are hereditary with respect to the order.

Proposition 2.60. If b ∈ M̃+ = S(M, τ)+ (resp. b ∈ S(M)+,
b ∈ LS(M, τ)+, b ∈ LS(M)+) and a ∈ M+ is such that a ≤ b, then
a ∈ M̃+ = S(M, τ)+ (resp. a ∈ S(M)+, a ∈ LS(M, τ)+, a ∈ LS(M)+).

Proof. Since b ∈ M̃+ (resp. b ∈ S(M)+), the domain of b1/2 is
τ -dense (resp. strongly dense), so that the domain of a1/2 is τ -dense (resp.
strongly dense). Consequently, a = (a1/2)2 is τ -measurable (resp. mea-
surable). If b ∈ LS(M, τ)+ (resp. b ∈ LS(M)+), then for some sequence
(zn) of central projections from M increasing to 1, bzn ∈ S(M, τ)+ (resp.
bzn ∈ S(M)+). The first part of the proof shows that azn ∈ S(M, τ)+
(resp. azn ∈ S(M)+), so that a ∈ LS(M, τ)+ (resp. a ∈ LS(M)+). □

Proposition 2.61. Let b ∈ M̃+ (resp. b ∈ S(M)+) and let (ai)
be an increasing net in M̃+ (resp. S(M)+) with ai ≤ b for all i. Then
a := supi ai exists in M̃ (resp. S(M)). Moreover, we have dom(a1/2) =
{ξ : supi ∥a

1/2
i ξ∥ < ∞} and ∥a1/2ξ∥ = supi ∥a

1/2
i ξ∥ for ξ ∈ dom(a1/2).

Proof. Let m ∈ M̂+ be the supremum of mai . Then m ≤ mb, so
by Proposition 1.139, there is an a ∈ M̃+ (resp. a ∈ S(M)+) such that
m = ma. Evidently, a = supi ai. We have dom(a) = {ξ ∈ H : ma(ωξ) <
∞} = {ξ ∈ H : supimai(ωξ) < ∞} = {ξ ∈ H : supi ∥a

1/2
i ξ∥ < ∞}.

The equality ∥a1/2ξ∥ = supi ∥a
1/2
i ξ∥ follows from ∥a1/2ξ∥ = ma(ωξ) =

supimai(ωξ) = supi ∥a
1/2
i ξ∥. □
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Lemma 2.62. If a, b ∈ LS(M)+ with a ≤ b and d ∈ LS(M), then
d∗̄·ā·d ≤ d∗̄·b̄·d.

Proof. We need to check that
dom(|b1/2̄·d|) ⊆ dom(|a1/2̄·d|) and ∥|b1/2̄·d|ξ∥ ≤ ∥|b1/2̄·d|ξ∥

for all ξ ∈ dom(|b1/2̄·d|). Since dom(b1/2) ⊆ dom(a1/2), we have that
dom(b1/2d) ⊆ dom(a1/2d) ⊆ dom(|a1/2̄·d|)

and
∥b1/2dξ∥ ≤ ∥a1/2dξ∥ ≤ ∥|b1/2̄·d|ξ∥

for ξ ∈ dom(b1/2d). If (ξn) is a sequence from dom(b1/2d) convergent to
ξ ∈ dom(b1/2̄·d) and b1/2dξn → (b1/2̄·d)ξ, then (a1/2dξn) is Cauchy in
H and since (a1/2̄·d) is closed, we have ξ ∈ dom(a1/2̄·d). The required
norm inequality now easily follows from the convergence of (a1/2dξn) to
(a1/2̄·d)ξ. □

Proposition 2.63. If we have ai, a ∈ M̃+ (resp. ai, a ∈ S(M)+)
with ai ↗ a, then for all b ∈ M̃ (resp. b ∈ S(M)), b∗̄·aī·b ↗ b∗̄·ā·b.

Proof. It follows from Lemma 2.62 that b∗̄·aī·b ↗ d for some d ∈ M̃+
(resp. d ∈ S(M)+), and by Proposition 2.61 we have d ≤ b∗̄·ā·b,

∥(a1/2
i ·̄b)ξ∥ = ∥(b∗̄·aī·b)1/2ξ∥ ↗ ∥d1/2ξ∥ for all ξ ∈ D(d1/2),

and
∥a1/2

i bξ∥ ↗ ∥a1/2bξ∥ for all ξ ∈ dom(a1/2b) ⊆ dom((b∗̄·ā·b)1/2) ⊆ D(d1/2).

Note that for all i and all ξ ∈ dom(a1/2b), dom(a1/2b) ⊆ dom(a1/2
i b) and

∥(b∗̄·ā·b)1/2ξ∥ = ∥|a1/2
i ·̄b|ξ∥ = ∥a1/2

i bξ∥.

Hence ∥d1/2ξ∥ = ∥a1/2̄·bξ∥ for all ξ ∈ dom(a1/2b), which implies ⟨dξ, ξ⟩ =
⟨(b∗̄·ā·b)ξ, ξ⟩ for all ξ ∈ dom(b∗ab). This means that the τ -measurable
(resp. measurable) operators b∗̄·ā·b and d are equal on a τ -dense (resp.
strongly dense) domain. By Proposition 2.51(1), b∗̄·ā·b = d. □

As an easy corollary, we get the consistency of notation when an op-
erator is treated both as a measurable one and as a generalized one.

Corollary 2.64. If d ∈ M and a ∈ M̃+ (resp. a ∈ S(M)+), then
d∗mad = md∗ ·̄ā·d.
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Proof. Let (an) be a sequence from M such that an ↗ a. Then
d∗mand ↗ d∗mad and d∗and ↗ d∗̄·ā·d. We have d∗mand = md∗and ↗
md∗ ·̄ā·d, so the result follows from Lemma 1.140. □

Proposition 2.65. [Sch86, 2.2D] If a, b ∈ M̃+ (resp. a, b ∈ S(M)+)
with a ≤ b, then there exists an operator d ∈ M+ with d ≤ s(b) such that
a = b1/2db1/2.

Proof. Assume first that s(b) = 1. By assumption, dom(b1/2) ⊆
dom(a1/2). By definition (see 1.103(7)), we have the equality dom(b1/2) =
b−1/2dom(b−1/2). For ξ ∈ dom(b1/2) put x(b1/2ξ) := a1/2ξ. Then x =
a1/2b−1/2 satisfies ∥xξ∥ ≤ 1 for all ξ in a dense subspace dom(x) =
dom(b−1/2). Thus [x] is bounded. Since x ∈ ηM (see Lemma 1.123),
we have [x] ∈ M. Thus [x]b1/2 = a1/2 on a τ -dense (resp. strongly dense)
domain dom(b1/2), hence they are equal (see Proposition 2.40). By Propo-
sition 1.111(7), ([x]b1/2)∗ = b1/2[x]∗, so that, with d := [x]∗[x] ∈ M+, we
get d ≤ 1 and a = b1/2db1/2.

If s(b) is not equal to 1, we can repeat the proof on the Hilbert sub-
space s(b)H, and note that a must vanish on the orthogonal complement
of the subspace. □

Lemma 2.66. Let a ∈ M̃+ be given with a ∈ N (ϵ, δ). Then a1/2 ∈
N (

√
ϵ, δ)

Proof. Note that if a ∈ N (ϵ, δ), then of course τ(χ(ϵ,∞)(a)) ≤ δ.

Since by the Borel functional calculus χ(ϵ,∞)(a) = χ(
√
ϵ,∞)(a1/2), we in

fact have that a1/2 ∈ N (
√
ϵ, δ) □

Lemma 2.67. Let a, b ∈ M̃+ with a ≤ b. If b ∈ N (ϵ, δ), then also
a ∈ N (ϵ, δ).

Proof. Assume b ∈ N (ϵ, δ). If 0 ̸= ξ ∈ χ(ϵ,∞)(a)H, then by Lem-
mas 2.33 and 2.66, ∥b1/2ξ∥ ≥ ∥a1/2ξ∥ > ϵ1/2∥ξ∥. If, on the other hand,
ξ ∈ χ[0,ϵ](b) = χ[0,ϵ1/2](b1/2), then ∥b1/2ξ∥ ≤ ϵ1/2∥ξ∥. Hence, χ(ϵ,∞(a)) ∧
χ[0,ϵ](b)) = 0, which by Lemma 2.32(1) yields τ(χ(ϵ,∞(b)) ≤ τ(χ(ϵ,∞)(a)) ≤
δ, so that b ∈ N (ϵ, δ). □

Proposition 2.68. The positive cone M̃+ is closed in measure in M̃.

Proof. Since M̃ is metrizable in the measure topology, it is enough
to show that if a sequence (an) from M̃+ converges to a, then a ∈ M̃+.
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Since the adjoint operation is continuous, we must have a ∈ M̃h. Assume
that a /∈ M̃+. Then a =

∫
R λdeλ with

∫
(−∞,−ϵ] λdeλ ̸= 0 for some ϵ > 0.

Put p := χ(−∞,−ϵ](a). Since panp → pap, we can take pap in place of a
and assume that a ≤ −ϵ1. Put now δ := min(1, τ(1)) If b ∈ M̃+ belongs
to a+N(ϵ/2, δ/2), then by Lemma 2.53(1)

δ/2 ≥ τ(χ(ϵ/2,∞)(|b−a|)) = τ(χ(ϵ/2,∞)(b−a)) ≥ τ(χ(ϵ/2,∞)(b+ϵ1)) = τ(1),

which is impossible. Hence we cannot have an → a, and consequently the
assumption that a is not positive leads to a contradiction. □

Lemma 2.69. Let (an) be a sequence in M̃+ converging to 0 in mea-
sure. Then there exists a subsequence (ank

) of (an) and some b ∈ M̃+
such that 2kank

≤ b for all k ∈ N.

Proof. Suppose that (an) is a sequence in M̃+ converging to 0 in the
topology of convergence in measure. Observe that the collection of sets
Un = N (2−n, 2−n) (n ∈ N) constitutes a countable neighbourhood base
at 0 for the topology of convergence in measure on M̃. The convergence
of (an) to 0 in measure now ensures that we may select natural numbers
nk such that an ∈ 2−kUk for each n ≥ nk. Since for each k we clearly have
that 2−(k+1)Uk+1 ⊆ 2−kUk, we may select the nk’s to be increasing. The
subsequence we seek is then (ank

). We proceed to show that this sequence
satisfies the hypothesis of the lemma. Firstly note that by construction
2kxnk

∈ Uk for each k ∈ N. Now consider the sequence wm = ∑m
k=1 2kxnk

(m ∈ N). Let N be an arbitrary neighbourhood of 0 in the measure
topology. For N large enough, we will then have that Um ⊆ N for each
m ≥ N. Observe that by Lemma 2.54(5), we have

wm+n − wm =
m+n∑
k=m+1

2kxnk

∈
m+n∑
k=m+1

N (2−k, 2−k)

⊆ N (
m+n∑
k=m+1

2−k,
m+n∑
k=m+1

2−k)

⊆ N (2−m, 2−m) = Um

⊆ N
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whenever m ≥ N. This clearly shows that (wn) is a Cauchy sequence in
M̃. By the completeness of M̃, (wn) must converge to some b ∈ M̃. But
since (wm) is by construction an increasing sequence in M̃+, we not only
have that b ≥ 0 (by the closedness of M̃+ in the topology of convergence
in measure), but also that wm ≤ b for all m. This in particular also ensures
that 2kxnk

≤ b for all k ∈ N, as required. □

Corollary 2.70. Let M,N be semifinite von Neumann algebras en-
dowed with f.n.s. traces τM, τN . Assume T : M̃ → Ñ is a positive map,
and let (an) ⊆ M̃+ be a sequence converging to 0 in τM-measure. Then
there exists a subsequence (ank

) of (an) such that T (ank
) → 0 in τN -

measure.

Proof. By Lemma 2.69 there exists a subsequence (ank
) of (an) and

some b ∈ M̃+ such that 2kank
≤ b for all k ∈ N. The positivity of T then

ensures that 0 ≤ T (ank
) ≤ 2−kT (b) for all k ∈ N. The sequence (2−kT (b))

trivially converges to 0 in τN -measure. By Lemma 2.67, the same must
then be true of (T (ank

)). □

2.6 Jordan morphisms on M̃

Proposition 2.71. Let M1,M2 be semifinite von Neumann algebras
with f.n.s. traces τ1 and τ2 respectively, and let J : M̃1 → M̃2 be a
Jordan *-morphism (see Remark 1.12). Then J is positivity preserving.
Moreover J maps M1 into M2 in a uniformly continuous manner.

Proof. Since J preserves squares of self-adjoint elements of M̃1, it
easily follows from Lemma 2.66 that it is positivity preserving with J (1)
a projection commuting with all elements of J (M̃1) since

J (a) = J (1)J (a)J (1) for all a ∈ M̃1.

For any a ∈ M+
1 we of course have that 0 ≤ a ≤ ∥a∥1. It therefore

follows from what we have just noted that then 0 ≤ J (a) ≤ ∥a∥J (1).
Therefore J (a) ∈ M+

2 with ∥J (a)∥ ≤ ∥a∥ < ∞ whenever a ∈ M+
1 . We

then clearly have that J (M1) ⊆ M2 and also that the stated continuity
claim holds. □

Corollary 2.72. Let M1,M2 be semifinite von Neumann algebras
with f.n.s. traces τ1 and τ2 respectively, and let J : M̃1 → M̃2 be a Jordan
*-morphism. Then J maps projections in M1 onto projections in M2.
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Proof. Easy consequence of the above proposition. □

Proposition 2.73. Let M1,M2 be semifinite von Neumann algebras
with f.n.s. traces τ1 and τ2 respectively, and let J : M̃1 → M̃2 be a Jordan
*-morphism. Then J is continuous in measure if and only if J is the
continuous (in measure) extension of a Jordan ∗-morphism J0 : M1 →
M2 for which τ2 ◦ J0 is ϵ− δ absolutely continuous with respect to τ1, in
the sense that for every ϵ > 0 there exists a δ > 0 such that τ2(J0(e)) ≤ ϵ
whenever e ∈ M1 is a projection satisfying τ1(e) ≤ δ.

Proof. Suppose that J is continuous with respect to the topology
of convergence in measure. We know from Proposition 2.71 that J maps
M1 into M2 in a uniformly continuous manner with norm ∥J ∥. So we
only need to verify the claim about absolute continuity. Given a basic
neighbourhood of 0 of the form

N2(ϵ2, ϵ) = {a ∈ M̃2 : τ2(χ(ϵ2,∞)(|a|)) ≤ ϵ},
there exists ϵ1, δ > 0 so that J maps N1(ϵ1, δ) ∩ M1 where

N1(ϵ1, δ) = {a ∈ M̃1 : τ1(χ(ϵ1,∞)(|a|)) ≤ δ}
into N2(ϵ2, ϵ). So given a non-zero projection e ∈ M1 with τ1(e) ≤ δ it is
clear that (1 + ϵ2)e ∈ N1(ϵ1, δ) and hence that (1 + ϵ2)J (e) ∈ N2(ϵ2, ϵ).
Since J (e) is again a projection, this is sufficient to imply τ2(J (e)) ≤ ϵ.

Conversely suppose that we are given a Jordan morphism J0 : M1 →
M2 such that τ2 ◦J0 is ϵ− δ absolutely continuous with respect to τ1. As
a positive map, J0 is of course uniformly continuous with norm say ∥J0∥.
Let 0 < ϵ̃, δ̃ be given and select δ > 0 so that τ2(J0(e)) < δ̃ whenever
e ∈ M1 is a projection with τ1(e) < 2δ. We show that then

J0(N1(ϵ, δ) ∩ M1) ⊆ N2(ϵ̃, δ̃)

whenever
√

2∥J0∥ϵ ≤ ϵ̃. This will be sufficient to establish the continuity
of J0 (at 0). Thus let a ∈ N1(ϵ, δ) ∩ M1 be given. Then of course
a∗ ∈ N1(ϵ, δ). Consequently we may find projections e, f ∈ M1 with

τ1(e), τ1(f) < δ and ∥a(1− e)∥, ∥a∗(1− f)∥ ≤ ϵ.

Now let g = e ∨ f. Then since τ1 is a trace, τ1(g) ≤ τ1(e) + τ1(f) <
2δ, and hence τ2(J0(g)) < δ̃ by the τ1-absolute continuity of τ2 ◦ J0.

It remains to show that ∥J0(a)(1 − J0(g))∥ ≤
√

2∥J0∥ϵ. Now since
1 − g = 1 − (e ∨ f) = (1 − e) ∧ (1 − f) is majorised by both 1 − e and
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1 − f , it follows that ∥a(1 − g)∥ = ∥a(1 − e)(1 − g)∥ ≤ ∥a(1 − e)∥ ≤ ϵ
and similarly that ∥a∗(1 − g)∥ ≤ ϵ. The identities on p212 of [BR87a]
can easily be verified in the present context, and hence on using positivity
where necessary it follows from these identities that

|J0(a)(1− J0(g))|2 = (1− J0(g))|J0(a)|2(1− J0(g))
≤ (1− J0(g))(|J0(a)|2 + |J0(a∗)|2)(1− J0(g))
= (1− J0(g))(J0(|a|2 + |a∗|2))(1− J0(g))
= J0((1− g)(|a|2 + |a∗|2)(1− g))
= J0(|a(1− g)|2 + |a∗(1− g)|2).

The fact that both a(1−g) and a∗(1−g) are bounded, will when combined
with the above inequality, ensure that |J0(a)(1 − J0(g))|2, and hence
J0(a)(1− J0(g)), is bounded. In fact it follows from the above that

∥J0(a)(1− J0(g))∥2 = ∥|J0(a)(1− J0(g))|2∥
≤ ∥J0(|a(1− g)|2 + |a∗(1− g)|2)∥
≤ ∥J0∥(∥|a(1− g)|2∥ + ∥|a∗(1− g)|2∥)
≤ 2∥J0∥ϵ.

Since both M̃1 and M̃2 are complete linear metric spaces with M1 dense
in M̃1, J0 then allows for a continuous extension of J0 to all of M̃1. It
is an exercise to see that the extension is still a Jordan *-morphism □

In closing we present an automatic continuity result of Weigt [Wei09],
effectively showing that all Jordan morphisms J : M̃1 → M̃2 are con-
tinuous extensions of Jordan morphisms J0 : M1 → M2.

Definition 2.74. For a linear map T : A → B between linear metric
spaces A and B, we define the separating space S(T,B) to be

S(T,B) = {b ∈ B : xn → 0 and T (xn) → b for some sequence (xn) ⊆ A}.

It can easily be verified that S(T,B) is a vector subspace of B. The
following version of the Closed Graph Theorem is valid in this context:

Theorem 2.75 ([KN63, p.101]). Let T : A → B be a linear map
between complete linear metric spaces A and B. Then T is continuous
whenever S(T,B) = {0}.
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We finally come to the promised automatic continuity result. Along-
side Proposition 2.73, this then provides a complete depiction of the nature
of Jordan *-morphisms from M̃1 to M̃2.

Theorem 2.76. Every Jordan *-morphism J̃ : M̃1 → M̃2 is auto-
matically continuous with respect to the topologies of convergence in mea-
sure, and is therefore the continuous extension of a Jordan ∗-morphism
J from M1 to M2 for which τ2 ◦ J is ϵ− δ absolutely continuous with
respect to τ1.

Proof. Once the first claim has been established, the second will
trivially follow from Proposition 2.73 and Proposition 2.71. We therefore
only need to prove the first claim. The Closed Graph Theorem is known to
hold for complete linear metric spaces [KN63, p 101]. Having established
earlier that M̃1 and M̃2 belong to this category of spaces, the proof of
automatic continuity consists of nothing more than showing that J̃ fulfills
the prerequisites of this particular flavour of the Closed Graph Theorem.
This amounts to showing that S(J̃ ,M̃2) = {0} where S(J̃ ,M̃2) is the
set consisting of all elements b ∈ M̃2 for which we can find a sequence
(an) ⊆ M̃1 such that an → 0 and J̃ (an) → b in measure. So let b ∈
S(J̃ ,M̃2) be given and let (an) ⊆ M̃1be a sequence such that an → 0 and
J̃ (an) → b in measure. We will show that b = 0. Notice that we now have
that Re(an) = 1

2(an+ a∗
n) → 0 and J̃ (Re(an)) = 1

2(J̃ (an)+ J̃ (an)∗) →
Re(b), and similarly Im(an) → 0 and J̃ (Im(an)) → Im(b). Thus for the
task of verifying that b = 0, we may without loss of generality assume
that b = b∗, and an = a∗

n for all n ∈ N. By continuity of multiplication
and the fact that J̃ preserves squares of self-adjoint elements, we have
that |an|2 = a2

n → 0 and J̃ (a2
n) = J̃ (an)2 → |b|2 = b2 in measure.

But by Corollary 2.70, there exists a subsequence (ank
) of (an) such that

J̃ (a2
nk

) → 0 in measure. For this subsequence we also surely still have
that J̃ (a2

nk
) → |b|2. Thus the uniqueness of the limit ensures that |b|2 = 0,

or equivalently that b = 0, as required. □



CHAPTER 3

Weights and densities

3.1 Weights

Let M be a von Neumann algebra acting in the Hilbert space H.

Definition 3.1. A map φ : M+ → [0,∞] is a weight on M if
(1) φ(a+ b) = φ(a) + φ(b) for all a, b ∈ M+;
(2) φ(λa) = λφ(a) for all a ∈ M+, λ ≥ 0 .

A weight φ is finite if φ(1) < ∞.

Notation 3.2. For a weight φ on M

Nφ := {a ∈ M : φ(a∗a) = 0}
pφ := {a ∈ M+ : φ(a) < ∞}
nφ := {a ∈ M : φ(a∗a) < ∞}
mφ := linear span of pφ.

Proposition 3.3.(1) pφ is a hereditary subcone of M+;
(2) Nφ and nφ are left ideals in M;
(3) mφ is the linear span of n∗

φnφ and mφ ⊆ nφ ∩ n∗
φ;

(4) mφ is a ∗-subalgebra of M;
(5) φ ↾ pφ extends to a positive linear form on mφ (denoted also by

φ) and mφ ∩ M+ = pφ.

Proof. The proof is almost identical to the proof of Proposition 2.13,
the only difference is that both Nφ and nφ are only left ideals. This is
in fact the only place where the tracial property (see Definition 2.6(3)) is
used in the proof of Proposition 2.13.

□

Theorem 3.4 ([Haa75a]). For any weight φ on M the following con-
ditions are equivalent:
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(1) If (ai)i∈I is a bounded from above, increasing net from M+, then
φ(supi∈I ai) = supi∈I φ(ai).

(2) φ is completely additive; that is, whenever {ai}i∈I is a family
from M+ such that ∑i∈I ai exists in the strong topology of M,
we have φ(∑i∈I ai) = ∑

i∈I φ(ai).
(3) φ is σ-weakly lower semicontinuous (i.e. for all λ ≥ 0 the set

{a ∈ M+ : φ(a) ≤ λ} is σ-weakly closed);
(4) φ(a) = supω∈F ω(a) for some F ⊆ M+

∗ , for all a ∈ M+;
(5) φ(a) = sup{ω(a) : ω ∈ M+

∗ , ω ≤ φ} for all a ∈ M+;
(6) φ(a) = ∑

i∈I φi(a) for all a ∈ M+, for a family {φi}i∈I with
φi ∈ M+

∗ for all i ∈ I.

Definition 3.5. A weight φ is normal if it satisfies any of (1)–(6). φ
is faithful if φ(a) = 0 implies a = 0 for a ∈ M+.

Example 3.6 ([Haa75a]). Complete additivity on projections does
not imply normality. Indeed, let M = l∞ with φ((αn)n∈N) = ∑

n∈N αn
if #{n : αn ̸= 0} < ∞ and φ((αn)n∈N) = ∞ otherwise. Then φ is not
normal: for a = (αn) := (2−n) and a(n) = (α1, . . . αn, 0, . . .), we have
φ(a(n)) = 1 − 2−n and φ(a) = ∞, so that a(n) ↗ a but φ(a(n)) does not
converge to φ(a). On the other hand, condition φ(∑i∈I pi) = ∑

i∈I φ(pi)
is satisfied for any orthogonal family of projections from M.

Proposition 3.7. If φ is a normal weight on M, then there exists a
unique projection p ∈ M such that φ is faithful on Mp⊥ and (the extension
of) φ equals zero on Mp.

Proof. Note that, according to Theorem 3.4(5), we have
Nφ =

⋂
ω∈M∗,ω≤φ

Nω.

Since all Nω’s are σ-weakly closed (see Lemma 1.62), Nφ is also σ-weakly
closed. By Proposition 3.3(2) and Proposition 1.61(5), there is a projection
p ∈ M such that Nφ = Mp. If φ(a) = 0 for some 0 ̸= a ∈ p⊥M+p

⊥, then
a1/2 ∈ Nφ, so that a ∈ pMp — a contradiction. We leave the proof of
uniqueness as an exercise. □

Definition 3.8. For a normal weight φ, the projection p from the
proposition above is called the null projection of φ and is denoted by e0(φ).
The orthogonal complement of e0(φ) is called the support projection of φ
and is denoted by suppφ.
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It is clear that φ is faithful if and only if e0(φ) = 0.
The definition of semifiniteness of a weight might not seem the most

natural at first. Below we introduce versions of the notion that correspond
to various conditions in Proposition 2.13.

Definition 3.9. A normal weight φ on M is called:
(1) semifinite if pφ generates M as a von Neumann algebra.
(2) orthogonally semifinite if there is an orthogonal family {ei}i∈I of

projections from M such that ∑i∈I ei = 1 and for all i,
φ(ei) < ∞.

(3) strictly semifinite if φ = ∑
i∈I φi for a family of functionals from

M+
∗ with orthogonal supports.

(4) strongly semifinite if for every non-zero projection e from M there
is a non-zero subprojection f of e such that φ(f) < ∞; in other
words, if the set of projections of finite weight is order-dense in
the set of all projections in M.

Strictly semifinite weights were introduced by Combes in [Com71].
Strongly semifinite weights were defined by Trunov [Tru78], who called
them locally finite, and Gardner [Gar79], more or less at the same time.
They were called densely semifinite in [GP15]. We decided to use the
name strongly semifinite, since the paper of Trunov is in Russian and not
easily accessible. The name orthogonally semifinite was coined in [GP15],
but main results on such weights had been obtained earlier in [STS02] and
[HKZ91]. This notion may in fact become redundant — it follows from
the paper [HKZ91] of Halpern, Kaftal and Zsidó that for σ-finite algebras
there is no difference between semifinite and orthogonally semifinite.

This material will not be used in future chapters. Nevertheless, the
reader may profit from a thorough understanding of those special families
of weights. The importance of the notion of locally measurable operators
was mentioned at the beginning of Section 2.3. In Section 3.3 we shall see
the importance of Radon-Nikodym-type theorems. In particular, we are
going to show that each normal weight φ on a semifinite algebra M with
a f.n.s. trace τ possesses a density with respect to the trace (see Theorems
3.23 and 3.24). The properties of the weights correspond to appropri-
ate properties of the densities. Theorem 3.30 states that the property
of a weight which corresponds to the local measurability of its density is
exactly strong semifiniteness.
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Lemma 3.10. A weight is strongly semifinite if and only if it is orthogo-
nally semifinite on each reduced von Neumann algebra Me with e ∈ P(M).

Proof. “⇒” Let {ei} be a maximal family of mutually orthogonal
non-zero subprojections of e of finite weight (use Zorn’s lemma and strong
semifiniteness to show its existence). If ∑ ei < e, then we could enlarge
the family by adding to it a non-zero projection subprojection of e−

∑
ei.

Hence ∑ ei = e and φ ↾ Me is orthogonally semifinite.
“⇐” Let 0 ̸= e ∈ P(M). If φ is orthogonally semifinite on Me, then

e = ∑
ei with ei ∈ P(M), φ(ei) < ∞, and at least one of the ei’s must be

non-zero. □

Theorem 3.11.(1) Every finite weight is both strongly and strictly
semifinite.

(2) Every strongly semifinite or strictly semifinite weight is orthogo-
nally semifinite.

(3) Every orthogonally semifinite weight is semifinite.

Proof. (1) is obvious by definition.
(2) If φ is strictly semifinite, then φ = ∑

φi with φi ∈ M+
∗ . It is enough

to take ei := suppφi. If φ is strongly semifinite, then it is orthogonally
semifinite by Lemma 3.10.

(3) Assume {ei}i∈I is the family from the definition of orthogonal semi-
finiteness. For J ⊆ I, J finite, put fJ = ∑

i∈J ei. We are going to show
that for any a ∈ M, fJafJ ∈ mφ and fJafJ → a strongly, which shows
that φ is semifinite. In fact, for any i, j ∈ I we have ei, ej ∈ nφ ∩ n∗

φ and
nφ is a left ideal, so that eiaej ∈ n∗

φnφ ⊆ mφ. Now, fJ → 1 strongly and,
for any ξ ∈ H,

∥(fJafJ − a)ξ∥ ≤ ∥fJa(1 − fJ)ξ∥ + ∥(1 − fJ)aξ∥
≤ ∥a∥∥(1 − fJ)ξ∥ + ∥(1 − fJ)aξ∥ → 0,

which ends the proof of (3). □

Hence, for an arbitrary algebra and a normal weight we have

finite →
→

strictly semifinite

strongly semifinite →

→

orthogonally semifinite → semifinite



Weights and densities 95

Proposition 3.12. Let φ be a faithful orthogonally semifinite weight
on M. Then there exists a countable family {en}n∈N such that en ∈ P(M)
and φ(en) < ∞ for each n ∈ N, with ∑n∈N en = 1, if and only if the
algebra M is σ-finite.

Proof. “⇒” Let {fi}i∈I such that for all i ∈ I, 0 ̸= fi ∈ P(M),∑
i∈I fi = 1 and #I > ℵ0. Suppose that there is a countable family {en} of

mutually orthogonal projections from M such that φ(en) < ∞ for all n and∑
en = 1. As in the proof of part (3) “⇒” of Theorem 3.11, enfien ∈ mφ

for any i, n. By normality, ∑i∈I φ(enfien) = φ(en(
∑
i∈I fi)en = φ(en) <

∞, so that for each n there is a set In such that #I \ In ≤ ℵ0 and
φ(enfien) = 0 for i ∈ In. Thus the intersection of In’s is non-empty and
there is i0 ∈ I such that φ(enfi0en) = 0 for all n. We have |φ(enfi0em)| ≤
φ(enfi0en)1/2φ(em)1/2 = 0 for all n,m.Hence φ(fi0) = ∑

n,m φ(enfi0em) =
0, which contradicts the faithfulness of φ.

“⇐” is obvious from the definitions of σ-finiteness of the algebra. □

Remark 3.13. For a normal trace φ = τ on M the four notions
of semifiniteness from Definition 3.9 are equivalent. This is exactly the
content of Proposition 2.13.

Proposition 3.14. If φ is a normal weight on M, then there exist a
unique projection q ∈ M such that the weight qφq := φ(q · q) is semifinite
with φ(a) = ∞ for every a ∈ M+ with (1− q)a(1− q) ̸= 0.

Proof. By Proposition 3.3(2) and Proposition 1.61(5), there is a pro-
jection q ∈ M such that nφ

σ−w = Mq. The same argument as was used
in the first part of the proof of Proposition 2.16, can now be used to show
that span(pτ ) = qMq. On setting q.φ.q = φ(q · q), it is now an exercise
to see that nqφq = nφ ⊕ M(1 − q) and hence that nqφq

σ−w = M. This in
turn ensures that span(pqφq) = span(n∗

qφqnqφq) = M, and hence that qφq
is semifinite.

If on the other hand (1− q)a(1− q) ̸= 0 for some a ∈ M+, then a1/2

clearly does not belong to nφ
σ−w = Mq, which ensures that φ(a) = ∞ as

required. We leave the proof of uniqueness as an exercise. □

Definition 3.15. For a normal weight φ, the orthogonal projection q
from the above proposition above is called the semifinite projection and is
denoted by e∞(φ).

It is clear that φ is semifinite if and only if e∞(φ) = 1. Obviously,
e0(φ) ≤ e∞(φ).
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Notation 3.16. For a weight on M f.n.s. abbreviates faithful normal
semifinite.

Definition 3.17. Representation (πφ, Hφ) induced by φ is defined as
follows: Hφ = (nφ/Nφ)∼, where the completion is with respect to the
scalar product given by ⟨ηφ(a), ηφ(b)⟩φ = φ(b∗a), where ηφ : nφ → nφ/Nφ

is the quotient map, and πφ : M → B(Hφ) is given by πφ(a)ηφ(b) = ηφ(ab)
for a ∈ M, b ∈ nφ.

Note that the representation πφ is normal if φ is normal, faithful if πφ
is faithful and non-degenerate if πφ is semifinite.

Proposition 3.18. If φ is f.n.s., then πφ : M → B(Hφ) is a ∗-iso-
morphism of M onto πφ(M).

3.2 Extensions of weights and traces

Theorem 3.19. Any normal weight φ on M has a unique extension
to M̂+ (denoted also by φ) such that

(1) φ(λm) = λφ(m);
(2) φ(m+ n) = φ(m) + φ(n);
(3) if mi ↗ m, then φ(mi) ↗ φ(m).

Proof. Take any normal weight φ on M and any m ∈ M̂+. Then
by Theorems 3.4 and 1.133, φ = ∑

i∈I ωi with ωi ∈ M+
∗ , and m =∫∞

0 λdeλ + ∞ · p, so that

φ(m) := lim
n→∞

∑
i∈I

ωi(xn) =
∑
i∈I

ωi(m) for xn =
∫ n

0
λdeλ + np.

(1), (2), (3) are easily checked; if φ′ is another extension of φ to M̂+, then
φ′(m) =

∑
i∈I

ωi(m) = φ(m).

□

Definition 3.20. Let M be semifinite and let τ be a f.n.s. trace on
M. For a, b ∈ M+,

a � b := a1/2ba1/2.

Theorem 3.21. The map (a, b) 7→ τ(a � b) has a unique extension
(m,n) 7→ τ(m �̂n) to M̂+ × M̂+ such that

(1) τ(m �̂ n) = τ(n �̂ m) for m,n ∈ M̂+;
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(2) τ is homogeneous and additive with respect to both m and n;
(3) if mα ↗ m and nβ ↗ n, then τ(mα �̂ nβ) ↗ τ(m �̂ n).

This extension satisfies
(4) τ((ama∗) �̂ n) = τ(m �̂ (a∗na)) for m,n ∈ M̂+, a ∈ M.

Proof. For m ∈ M̂+ as in Theorem 1.133, put mn :=
∫ n

0 λdeλ +
np. For m,n ∈ M̂+, put τ(m �̂ n) := supn,k τ(mn �nk). Evidently, τ
satisfies (1). For m ∈ M̂+, put τ m(a) := τ(m � a) for a ∈ M+. Since
τ m(a) = supn τ(m

1/2
n am

1/2
n ), it follows that τ m is a normal weight. By

Theorem 3.19, the extension of τ m to M̂+ is given by

τ m(a) = sup
k

τ m(ak) = sup
n,k

τ(mn � ak) = τ(m � a).

By Theorem 3.19, n 7→ τ(m �n) is homogeneous, additive and nor-
mal. As τ(m �n) = τ(n �m), (2) and (3) are satisfied. Uniqueness
follows from the uniqueness in Theorem 3.19. If m,n ∈ L2(M, τ),
then τ((ama∗) �n) = τ(m � (a∗na)). Any m ∈ M+ is the limit of an
increasing sequence from L2(M, τ). (To see this let en ∈ M be such
that en ↗ 1 and τ(en) < ∞, and put mn = m1/2enm

1/2 ↗ m. Then
τ(m2

n) = τ(enmenmen) ≤ ∥m∥2τ(en) < ∞.) But this implies the valid-
ity of the formula for m,n ∈ M+. By 1.137 we have (4). □

Proposition 3.22. If a, b ∈ LS(M)+, then

τ(ma �̂mb) = τ(a1/2̄·b̄·a1/2) = τ(b1/2̄·ā·b1/2).

Proof. Let u ∈ M be such that u∗u = sr(a1/2̄·b1/2). Using the Spec-
tral Theorem 1.113, we can form an increasing sequence (dn) from M+
such that dn ↗ b1/2̄·ā·b1/2 and that s(dn) ≤ sr(b1/2̄·ā·b1/2) = sr(|a1/2̄·b1/2|2) =
sr(|a1/2̄·b1/2|) = sr(a1/2̄·b1/2). Now udnu

∗ ↗ u(b1/2̄·ā·b1/2)u∗ by Proposi-
tion 2.63. We have, by the last statement of Theorem 1.117,

τ(a1/2̄·b̄·a1/2) = τ((a1/2̄·b1/2)(a1/2̄·b1/2)∗)
= τ(u(a1/2̄·b1/2)∗(a1/2̄·b1/2)u∗)
= τ(u(b1/2̄·ā·b1/2)u∗) = lim

n→∞
τ(udnu∗)

= lim
n→∞

τ(d1/2
n u∗ud1/2

n ) = lim
n→∞

τ(dn)

= τ(b1/2̄·ā·b1/2).
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Next, let (an) and (bm) be increasing sequences from M+ such that an ↗ a
and bm ↗ b. Then, by the first part of the proof and Proposition 2.63,

τ(ma �̂mb) = lim
m,n→∞

τ(an � bm)

= lim
m→∞

lim
n→∞

τ(b1/2
m anb

1/2
m )

= lim
m→∞

τ(b1/2
m ab1/2

m )

= lim
m→∞

τ(a1/2̄·bm ·̄a1/2)

= τ(a1/2̄·b̄·a1/2),
which ends the proof. □

From now on, we shall write τ(x � y) instead of τ(x �̂ y) for x, y ∈ M̂+,
and τ(a � b) instead of τ(b1/2̄·ā·b1/2) for a, b ∈ LS(M)+. Note that now
τ(x �1) = τ(x), as expected.

3.3 Density of weights with respect to a trace

The next result is a version of the Radon-Nikodym theorem that is
most useful in applications. It is an easy corollary from the already pow-
erful Pedersen-Takesaki theorem [PT73] on the Radon-Nikodym theorem
for two weights (further generalized by [Vae01]), a difficult theorem using
the full apparatus of modular theory. We felt that the tracial version of
the theorem should be proved in an “elementary” way.

Theorem 3.23. Let M be a semifinite algebra equipped with a f.n.s.
trace τ. Then for any normal state ω there is a τ -measurable operator gω
such that ω(a) = τ(gω � a) for all a ∈ M+.

Proof. We claim that the space of functionals {τ(f ·) : f ∈ mτ} is
norm dense in M∗. To see this suppose that we are given a ∈ M such that
τ(fa) = 0 for all f ∈ mτ . So for any f of the form f = xx∗u∗ where u is
the partial isometry in the polar decomposition a = u|a| and x ∈ nτ , we
have that 0 = τ(fa) = τ(x∗|a|x). In other words x∗|a|x = 0 for all x ∈ nτ ,
which can only be the case if a = 0. This is enough to ensure the norm
density of {τ(f ·) : f ∈ mτ} in M∗.

We may therefore select (gn) ⊂ mτ such that (τ(gn·)) converges to ω
in norm. Since (τ(g∗

n·)) will then also converge to ω, we may replace each
gn with its real part if necessary, and assume that gn = g∗

n for each n. Now
let en = χ[0,∥gn∥](gn) for every n. By passing to a subsequence if necessary
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we may assume that (en) converges σ-weakly to some e0. Since for every
x ∈ M we have that

|τ(gnenx) − ω(e0x)| ≤ |τ(gnenx) − ω(enx)| + |ω(enx) − ω(e0x)| (3.1)
≤ ∥τ(gn·) − ω∥ · ∥x∥ + |ω(enx) − ω(e0x)|,

it clearly follows that (τ(gnen·)) converges weakly to ω(e0·) in M∗. But
that ensures that τ(gn(1−en)) → ω(1−e0). Since by construction τ(gn(1−
en)) ≤ 0 for every n with ω(1 − e0) ≥ 0, this can only be the case if in
fact |τ(gn(1 − en))| → 0. But by construction each a 7→ τ(gn(en − 1)a) is
a positive functional with norm τ(gn(en−1)) = |τ(gn(1− en))|. So in fact
(τ(gn(1 − en)·)) converges to 0 in norm in M∗, ensuring that (τ(gnen·))
actually converges in norm to ω. We have therefore shown that we may
assume that (gn) ⊂ m+

τ . It is a fairly straightforward exercise to see that
τ(|gn − gm|) ≤ ∥τ((gn − gm)·)∥ for each pair (m,n). Given ϵ > 0 and
selecting N ∈ N so that ∥τ((gn − gm)·)∥ ≤ ϵ2 for every n,m ≥ N , we may
now use the Borel functional calculus to see that

τ(χ(ϵ,∞)(|gn − gm|)) ≤ ϵ−1τ(|gn − gm|) ≤ ϵ−1∥τ((gn − gm)·)∥ ≤ ϵ

for every n,m ≥ N. In other words (gn − gm) ∈ N (ϵ, ϵ) for all n,m ≥ N.

So (gn) is Cauchy in M̃, and must therefore converge in measure to some
g ∈ M̃+.

Now let m ∈ N be given and let pm = χ[0,m](g). We clearly have
gnpm → gpm in measure, and hence given ϵ > 0, there exists some N ∈ N
such that (gpm − gnpm) ∈ N (ϵ, ϵ) for all n ≥ N. This in turn ensures
that we can find projections (qn)n∈N so that ∥(gpm − gnpm)qn∥ ≤ ϵ and
τ(1− qn) ≤ ϵ for all n ≥ N . For any x ∈ mτ we then have
|τ((gpm − gnpm)qnx)| ≤ ∥(gpm − gnpm)qn∥τ(|x|) ≤ ϵτ(|x|) for all n ≥ N.

Thus limn→∞ τ((gpm − gnpm)qnx) = 0. However, we also have
|τ(gpm(1− qn)x))| = |τ(xpmg(1− qn)))| ≤ ∥x∥τ(g(1− qn)) → 0

as n → ∞, which ensures that limn→∞ τ(gnpmqnx) = τ(gpmx). By passing
to a subsequence if necessary we may assume that (qn) converges σ-weakly
to some q0 as n → ∞. For any y ∈ nτ we then have that τ(y∗(1− qn)y) →
τ(y∗(1− q0)y) as m → ∞ as n → ∞. But we also have that
|τ(y∗(1−qn)y)| ≤ ∥y∥2τ(1−qn) and hence that τ(y∗(1−qn)y) → 0 as n →
∞. The faithfulness of τ now guarantees that y∗(1−q0)y = 0 for all y ∈ nτ ,
and hence that q0 = 1. It is clear that τ(gnpm·) → ω(pm·) in norm. So on
arguing as in equation (3.1), it follows that τ(gnpmqn·) → ω(pm·) weakly
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in M∗. Thus for x ∈ mτ we have as before that limn→∞ τ(gnpmqnx) →
ω(emx), and hence that τ(gpmx) = ω(pmx). That ensures that for any x ∈
m+
τ we have that τ(g.x) = supm≥1 τ((gpm).x) = limm≥1 ω(gpmx) = ω(x),

which is enough to ensure that g = gω. □

Theorem 3.24. Let M be semifinite and let τ be a f.n.s. trace on M.

(1) The map m 7→ τ m, where τ m(a) := τ(m � a) for a ∈ M+, is a
homogeneous and additive bijection of M̂+ onto the set of normal
weights on M. Moreover,

τ ama∗ = a∗τ ma

m ≤ n iff τ m ≤ τ n

mi ↗ m iff τ mi ↗ τ m.

(2) Let m =
∫
λdeλ+∞·p ∈ M̂+. Then e0(τ m) = e0 and e∞(τ m) =

p⊥, so that τ m is faithful iff e0 = 0 and τ m is semifinite iff p = 0.

Proof. (1) All but bijectivity follows from Theorem 3.21. Surjectivity
follows from Theorem 3.23: If ω ∈ M+

∗ , then ω = τ(m· ) for some m ∈
M̃+. Let φ be an arbitrary normal weight. Then by Theorem 3.4(4),
φ = ∑

ωi∈I for some ωi ∈ M+
∗ . Now ωi = τ(mi· ) so that φ = τ(m·),

where m = ∑
i∈I mi ∈ M̂+. For injectivity, assume that τ m = τ n for

some m,n ∈ M̂+. Then τ m(a) = τ n(a) for all a ∈ M+, so that τ a(m) =
τ a(n) for all a ∈ M+. By Theorem 3.23, ω(m) = ω(n) for all ω ∈ M+

∗ ,
which implies m = n. (Similarly, if τ m ≤ τ n, then m ≤ n; if τ mi ↗ τ m,
then mi ↗ m).

(2) e0(τ m) = e0: Put mn =
∫ n

0 λdeλ + np. Then τ mn ↗ τ m. For
a projection q ∈ M, we have τ m(q) = 0 iff for all n one has τ mn(q) = 0
iff τ(qmnq) = 0 for all n iff s(mn) ⊥ q for all n ∈ N iff q ≤ e0. Hence
e0(τ m) = e0.

e∞(τ m) = p⊥: Define en := e[0,n](m), and let kj ∈ M, j ∈ J be
such that kj ∈ nτ and kj → 1 σ-strongly. Then kjen ∈ nτ m for all
j ∈ J, n ∈ N, so that en = limj∈J kjen belongs to the σ-strong closure
of nτ m, which implies that p⊥ is in the σ-strong closure of nτ m. Thus,
there is a net (di)i∈I such that di ∈ nτ m for all i ∈ I and di → p⊥ σ-
strongly. By Kaplansky’s density theorem 1.60, we can choose the di’s
so that ∥di∥ ≤ 1. For any a ∈ M, diadi ∈ nτ m, so that diadi→p⊥ap⊥

σ-strongly. Hence p⊥ ≤ e∞(τ m).
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Put now q := e∞(τ m) − p⊥. Again, there exists a net (di)i∈I from
nτ m such that di → q σ-strongly. Since m ≥ qmq (in M̂+), we have
τ m(qd∗

i diq) = τ(m � qd∗
i diq) = τ(qmq � d∗

i di) ≤ τ(m � d∗
i di) = τ m(d∗

i di) <
∞. On the other hand, if q ̸= 0, then for sufficiently large i ∈ I one has
diq ̸= 0, hence

τ m(qd∗
i diq) = τ(m � qd∗

i diq) = lim
m→∞

τ(mm � qd∗
i diq)

= lim
m→∞

τ(qmmq � qd
∗
i diq) = lim

m→∞
mτ(qd∗

i diq) = ∞.

Thus q = 0 and e∞(τ m) = p⊥. □

Fix a faithful normal weight φ on M.

Definition 3.25. If m ∈ M̂+ is such that φ = τ m, then m is
called the Radon-Nikodym derivative of φ with respect to τ and we write
dφ/dτ := m.

At this point we need to sound a warning. Theorem 3.24 is a theorem
about elements of M̂+ which may without loss of generality be regarded
as positive quadratic forms. Hence when claiming that τ ama∗ = a∗τ ma
and that τ m1+m2 = τ m1 +τ m2 , the product ama∗ and the sum m1 +m2
is a statement about quadratic forms not operators, and should therefore
be interpreted in the sense of the definitions made at the start of sec-
tion 1.6. It therefore behoves us to see how in the case where h, h1 and
h2 are self-adjoint positive operators affiliated to M, the operator ver-
sions of these statements compare to the quadratic form versions. For this
we need the technology of form sums. We will here only summarise the
essentials. Readers who wish to see a more complete treatment, are re-
ferred to [Tar13]. Each of h1 and h2 induce closed sesquilinear forms
ti(ξ, ζ) = ⟨h1/2

i ξ, h
1/2
i ζ⟩ (i = 1, 2) on their respective domains, where

ξ and ζ are vectors in the underlying Hilbert space. When speaking
of representing such operators as elements of M̂+, it is more properly
these sesquilinear forms that we have in mind. These forms have an ob-
vious action on vector states ρξ,ξ : M → R : a 7→ ⟨aξ, ξ⟩ with such
a ρξ,ξ being mapped to ti(ξ, ξ) if ξ ∈ dom(hi), and ∞ if not. This ac-
tion may then in a natural way be extended to an action on the cone
of positive normal functionals. The sum t1 + t2 is again a sesquilinear
form, and in the particular case where dom(h1/2

1 ) ∩ dom(h1/2
2 ) is dense,
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there exists a unique densely defined positive self-adjoint operator g char-
acterised by the requirements that dom(g) = dom(h1/2

1 ) ∩ dom(h1/2
2 ),

and that ⟨gξ, ζ⟩ = ⟨h1/2
1 ξ, h

1/2
1 ζ⟩ + ⟨h1/2

2 ξ, h
1/2
2 ζ⟩ for all ξ ∈ dom(g) and

ζ ∈ dom(h1/2
1 ) ∩ dom(h1/2

2 ). This operator g is called the form sum of h1
and h2, and will be denoted by g = h1 +̂h2. The natural domain of h1 +̂h2
is moreover precisely dom(h1/2

1 ) ∩ dom(h1/2
2 ) (see [Tar13, Theorem 3.5]).

Thus in the case where the terms we add in Theorem 3.24 correspond
to positive self-adjoint operators h1 and h2 with dom(h1/2

1 ) ∩ dom(h1/2
2 )

dense, the sum will correspond to the operator h1 +̂h2. Even in the case
where dom(h1/2

1 )∩dom(h1/2
2 ) is not dense, it is still possible to give expres-

sion to h1 +̂h2, but in that case h1 +̂h2 turns out to be a linear relation
(a multi-valued map), rather than an operator. Similar comments apply
to the expression a∗τ ha in Theorem 3.24, where we actually have what
may be called a form product. Given a bounded operator a and a closed
positive definite sesquilinear form t, we may define an associated sesquilin-
ear form a.t.a∗ by the formal prescription a.t.a∗(ξ, ζ) = t(a∗ξ, a∗ζ). If then
t corresponds to the densely defined self-adjoint positive operator h, we
may write a ·̂h ·̂ a∗ for the unique, possibly not densely defined, self-adjoint
positive operator corresponding to the closed positive definite sesquilinear
form a.t.a∗. The relevance of this for Theorem 3.21, lies in the fact that if
a, h ∈ M+, then a1/2τ ha

1/2 actually equals τ a � h.

Proposition 3.26.(1) If h1 and h2 are self-adjoint positive operators
for which dom(h1/2

1 ) ∩ dom(h1/2
2 ) is dense in H and h1 + h2 is

essentially self-adjoint, then the unique self-adjoint extension of
h1 + h2 is precisely h1 +̂h2.

(2) If h is a self-adjoint positive operator and a a bounded operator
such that dom(h1/2a∗) is dense and aha∗ essentially self-adjoint,
then the unique self-adjoint extension of aha∗ is precisely a ·h ·a∗.

Proof. Let h1, h2 be self-adjoint positive operators affiliated to M
for which dom(h1/2

1 ) ∩ dom(h1/2
2 ) is dense in H and h1 + h2 is essentially

self-adjoint. Now let ξ ∈ dom(h1) ∩ dom(h2) and ζ ∈ dom(h1 +̂h2) =
dom(h1/2

1 ) ∩ dom(h1/2
2 ). By the Borel functional calculus we will then also

have that ξ ∈ dom(h1/2
1 ) ∩ dom(h1/2

2 ) = dom(h1 +̂h2). It then clearly
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follows that
⟨(h1 + h2)ξ, ζ⟩ = ⟨h1ξ, ζ⟩ + ⟨h2ξ, ζ⟩

= ⟨h1/2
1 ξ, h

1/2
1 ζ⟩ + ⟨h1/2

2 ξ, h
1/2
2 ζ⟩

= ⟨(h1 +̂h2)1/2ξ, (h1 +̂h2)1/2ζ⟩
= ⟨ξ, (h1 +̂h2)ζ⟩.

It follows that h1 + h2 ⊆ (h1 +̂h2)∗ = h1 +̂h2. But since by assump-
tion h1 + h2 is essentially self-adjoint, it must have a unique self-adjoint
extension. This extension must then clearly be h1 +̂h2.

Next let h be a self-adjoint positive operator and a a bounded opera-
tor for which dom(h1/2a∗) is dense and aha∗ essentially self-adjoint. Let
h correspond to the sesquilinear form t(ξ, ζ) = ⟨h1/2ξ, h1/2ζ⟩. Then by
definition a ·̂h ·̂ a∗ will correspond to the sesquilinear form a.t.a∗(ξ, ζ) =
⟨h1/2a∗ξ, h1/2a∗ζ⟩. In other words a ·̂h ·̂ a∗ = |h1/2a∗|2, in which case
dom(a ·̂h ·̂ a∗) = dom(h1/2a∗). Now let ξ ∈ dom(aha∗) = dom(ha∗) and
ζ ∈ dom(a ·̂h ·̂ a∗) = dom(h1/2a∗) be given. Observe that we will then also
have that ξ ∈ dom(h1/2a∗). Consequently

⟨aha∗ξ, ζ⟩ = ⟨ha∗ξ, a∗ζ⟩ = ⟨h1/2a∗ξ, h1/2a∗ζ⟩ = ⟨ξ, |h1/2a∗|2ζ⟩.

This proves that aha∗ ⊆ (|h1/2a∗|2)∗ = (a ·̂h ·̂ a∗)∗ = a ·̂h ·̂ a∗. Thus
a ·̂h ·̂ a∗ is a self-adjoint extension of aha∗. But since aha∗ is essentially
self-adjoint, that extension must be unique, and must therefore agree with
a ·̂h ·̂ a∗. □

The following proposition is useful when comparing different traces on
the same von Neumann algebra.

Proposition 3.27. Let τ be an f.n.s. trace on a semifinite von Neu-
mann algebra M. Given any other semifinite normal trace τ ′ on M, we
have that

(1) τ + τ ′ is an f.n.s. trace;
(2) there exists a central element 0 ≤ a ≤ 1 such that τ(x) = (τ +

τ ′)(a �x) and τ ′(x) = (τ + τ ′)((1 − a) �x) for all x ∈ M+, with
s(a) = 1 and s(1− a) = supp τ ′.

Proof. The functional τ0 := τ + τ ′ is clearly a faithful normal trace.
Now observe that mτ ·mτ ′ ⊆ mτ∩mτ ′ ⊆ mτ0 with mτ ·mτ ′ σ-weakly dense in
M. Thus mτ0 is σ-weakly dense, hence τ0 is semifinite. Now set a = dτ

dτ0
∈
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M̂+ (see Definition 3.25). Since τ ≤ τ0, the Radon-Nikodym Theorem for
f.n.s. traces (see Theorem 3.24) yields 0 ≤ a ≤ 1. The inequality τ ≤ τ0
implies that nτ0 ⊆ nτ . Using this fact a suitable polarisation identity now
shows that for all x, y ∈ nτ0 and any u ∈ M, we have that

⟨πτ0(u)πτ0(a)η(x), η(y)⟩τ0 = ⟨πτ0(a)η(x), η(u∗y)⟩τ0

= τ(y∗ux) = ⟨πτ0(a)η(ux), η(y)⟩τ0 = ⟨πτ0(au)η(x), η(x)⟩τ0 .

This clearly ensures that πτ0(a) ∈ πτ0(M)′ and hence that a ∈ M′, since
the representation πτ0 is faithful.

We have thus far proven that
τ0(ay∗x) = τ(y∗x) for every x, y ∈ nτ0 . (3.2)

For any b ∈ M+ we may select a net (bi)i∈I in mτ0 increasing to b. When
combined with what we have just noted, the normality of the traces in-
volved now shows that τ(b) = supi∈I τ(bi) = supi∈I τ0(a � bi) = τ0(a � b).
This proves that τ = (τ + τ ′)(a � ·). The fact that s(a) = 1 is a trivial con-
sequence of the statement regarding supports in the preceding theorem.

Note that it follows trivially from equation (3.2) that τ0((1−a) � y∗x) =
τ ′(y∗x) for every x, y ∈ nτ0 . Thus a similar proof to the one above shows
that τ ′(·) = (τ + τ ′)((1 − a) � ·). The element 1 − a clearly plays the role
of a Radon-Nikodym derivative. The uniqueness of the Radon-Nikodym
derivative therefore ensures that 1−a = dτ ′

dτ0
. The claim about the supports

therefore follows from the preceding theorem. □

Proposition 3.28. Let τ be a f.n.s. trace on M. For any normal trace
τ ′ on M we have that dτ ′

dτ ∈ Ẑ(M)+.

Proof. First let τ ′ be semifinite and let τ0 := τ + τ ′ and a := dτ0
dτ . We

claim that a−1(1 − a) = dτ ′

dτ , which by the fact that a ∈ Z(M) will then
show that dτ ′

dτ ∈ Z(M) in this case (cf. Proposition 1.106(5)). To see this,
notice that for any b ∈ M+ we have
τ([a−1(1− a)] � b) = τ0(a � b1/2[a−1(1− a)]b1/2) = τ0((1− a) � b) = τ ′(b).

Now let τ ′ be an arbitrary normal trace. Then e∞ = e∞(τ ′) ∈ Z(M).
Since e∞τ

′e∞ is semifinite, we know from the first part of the proof
that d(e∞τ ′e∞)

dτ ∈ Z(M). For simplicity of notation we will write h∞ for
d(e∞τ ′e∞)

dτ .

Suppose that h∞ =
∫
λdeλ. Since for any b ∈ Me⊥

∞ we have that
τ(h∞b) = (e∞τ

′e∞)(b) = 0, it is clear that s(h∞) ≤ e∞. Hence the
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prescription hτ ′ =
∫
λdeλ + ∞ · (1 − e∞) yields a well defined element

of Ẑ(M)+. It is now an exercise to see that for any b ∈ M+ we have
that τ(hτ ′ � b) = τ(h∞ � b) + τ([∞ · (1 − e∞)] � b) = (e∞τ

′e∞)(b) + τ([∞ ·
(1− e∞)] � b) = τ ′(b). It is therefore clear that dτ ′

dτ = hτ ′ , which proves the
claim. □

We finish the section with showing how the density of a weight with
respect to a trace depends on the properties of the weight. Theorem
3.30 below has been obtained by Trunov [Tru82], using modular theory.
Again, the proof presented here is elementary, and is based on the proof
from [GP15].

Lemma 3.29. Let M be a semifinite properly infinite von Neumann
algebra endowed with a f.n.s. trace τ, and let h ∈ M+. Assume there
exist: an increasing sequence of natural numbers 1 = n1 < n2 < . . . and
e ∈ P(M) such that χ[nk,nk+1)(h) ≿ e for each k. Then the weight τ h is
not strongly semifinite.

Proof. First, find projections ek ∼ e such that

ek ≤ χ[nk,nk+1)(h) for all k ∈ N.

Choose uk ∈ M so that u∗
kuk = e1, uku

∗
k = ek. Let (αk) be a sequence of

positive reals such that ∑∞
k=1 α

2
k = 1 and ∑∞

k=1 α
2
knk = ∞; this is easy,

using nk ≥ k. For any ϵ > 0 there is an m0 such that for each m ≥ m0

∥
∞∑
k=m

αkuk∥2 = ∥
∞∑
k=m

α2
ku

∗
kuk∥ = ∥

∞∑
k=m

α2
ke1∥ ≤ ϵ.

Hence v := ∑∞
k=1 αkuk exists (with convergence in norm topology) and

belongs to M. Put p := vv∗. Since v∗v = e1, p is a non-zero projection.
We will show that if 0 ̸= q ≤ p, then φ(q) = ∞. Put g := v∗qv. Then
g ≤ v∗v = e1 and q = vgv∗. From spectral theorem we easily get h ≥
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m=1 nmem. We calculate:

φ(q) = τ(h � q) = τ(h � pqp) = τ(h � vv∗qvv∗)

= τ(h � vgv∗) = τ(v∗hv � g) = τ((
∞∑
j=1

αju
∗
j )h(

∞∑
k=1

αku
∗
k) � g)

≥ τ((
∞∑
j=1

αju
∗
j )(

∞∑
m=1

nmem)(
∞∑
k=1

αku
∗
k) � g)

≥ τ((
∞∑

j,k,m=1
αjαknmu

∗
jemuk) � g) = τ((

∞∑
m=1

α2
mnmu

∗
memum) � g)

=
∞∑
m=1

α2
mnmτ(e1 � g) =

∞∑
m=1

α2
mnmτ(g) = ∞.

□

Theorem 3.30. Let M be a semifinite von Neumann algebra endowed
with a f.n.s. trace τ. Assume φ is a f.n.s. weight on M. Then φ is strongly
semifinite iff dφ/dτ is locally measurable.

Proof. “⇒” Assume h := dφ/dτ is not locally measurable. We are
going to show that τ h is not strongly semifinite. By assumption, there
exists a (largest) projection z ∈ Z(M) such that for any projection z′ ∈
Z(M), if 0 ̸= z′ ≤ z, then hz′ is not measurable. We can assume that
z = 1. In fact, if φ is strongly semifinite, then it is strongly semifinite on
each Mz, with z ∈ P(Z(M)).

By the structure theorem for semifinite von Neumann algebras (1.86,
M = ∑⊕

α Mzα with zα ∈ P(Z(M)), ∑α zα = 1, where α runs over
infinite cardinals ≤ #M (with some of the zα possibly zero), and each
Mzα ≃ Nα⊗Fα with Nα finite and Fα a factor of type Iα. As above,
we can assume that M = N ⊗F , where N is finite and F is an infinite-
dimensional type I factor. Note that Z(M) = Z(N ) ⊗ C1F . Let τN be
a normalized trace on N (i.e. τ(1N ) = 1) and Tr a normalized trace on F
(i.e. the trace of any minimal projection from F is 1). Let f be a minimal
projection from F and e := 1N ⊗ f. It is clear that e is finite.

Let us fix n ∈ N. Then, for each m ≥ n, there is a largest central
projection wm = um ⊗ 1F such that

χ[n,m)(h)wm ≿ ewm.
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As m increases, wm has to increase to some w. Suppose w ̸= 1. Then, for
each m ≥ n,

χ[n,m)(h)w⊥ ≾ ew⊥.

By [Tak02, Lemma V.2.2],

χ[n,∞)(h)w⊥ =
∞∨
m=n

χ[n,m)(h)w⊥ ≾ ew⊥,

so that χ[n,∞)(h)w⊥ is finite. This implies that hw⊥ is measurable, which
contradicts the first paragraph of the proof. Hence w = 1. That means
that we can successively choose 1 = n1 < n2 < . . . and projections zk =
z

(k)
N ⊗ 1F in such a way that

χ[nk,nk+1)(h)zk ≿ ezk with τN (z(k)
N ) ≥ 1 − 1/2k+1.

Now we put zN = ∧∞
k=1 z

(k)
N and z = zN ⊗ 1F . We have τN (zN ) ≥ 1/2,

whence z ̸= 0. Moreover,

χ[nk,nk+1)(h)zk ≿ ez,

which implies

χ[nk,nk+1)(h)z = (χ[nk,nk+1)(h)zk)z ≿ ez,

Now, as in the first paragraph of the proof, we can assume that z = 1 and
then use Lemma 3.29 to show that φ is not strongly semifinite.

“⇐” Let h be locally measurable. Choose non-zero p ∈ P(M). Since
τ is strongly semifinite (see Remark 3.13), there is a non-zero q ∈ P(M)
with q ≤ p and τ(q) < ∞. From the definition of local measurability of
h we get the existence of a z ∈ P(Z(M)) such that hz ∈ S(M) and
qz ̸= 0. Put en := χ[0,n](hz). Note that e⊥

n is finite for sufficiently large
n. If qz ≾ e⊥

n for each n, then applying the centre-valued trace T (on
the reduced algebra Me⊥

1
) to both sides, we get qz = 0, a contradiction.

Hence, for some n0, r := qz∧χ[0,n0](hz) ̸= 0 (see Lemma 2.32). Obviously,
r ≤ q ≤ p. Moreover, using Theorem 3.21(4) and Proposition 3.22,

φ(r) = τ(h � (qz∧en0)) = τ(hz � (qz∧en0)) ≤ n0τ(qz∧en0) ≤ n0τ(q) < ∞.

□

Proposition 3.31. If M is finite, then any semifinite weight φ on M
is both strictly and strongly semifinite.
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Proof. Let τ be a normal faithful semifinite trace on M. By Propo-
sition 2.44, dφ/dτ ∈ M = LS(M), hence by Theorem 3.30, φ is strongly
semifinite.

Assume now additionally that M is σ-finite, and choose τ to be finite.
Put en = χ[n,n+1)(h). Then ∑∞

n=0 en = 1, and φ(en) = τ(hen) ≤
(n+1)τ(en) < ∞. Thus enφen are positive normal functionals on M with
mutually orthogonal supports. We shall show that φ = ∑

enφen. First
of all, for a fixed a ∈ M, enaen ≤ ∥a∥en, so that enaen ∈ m+

φ . Hence
a1/2en ∈ nφ for all n, so that emaen ∈ mφ for all m,n. If m ̸= n,

φ(emaxen) = τ(h1/2emaenh
1/2) = τ(a1/2enh

1/2h1/2ema
1/2)

= τ(a1/2enh
1/2enemh

1/2ema
1/2) = 0.

Consequently, φ(a) = ∑(enφen)(a), which shows that φ is strictly semifi-
nite.

Let finally M be an arbitrary finite von Neumann algebra. Then
there exists a family {zi} of non-zero central projections in M such that∑
zi = 1 and each of the reduced von Neumann algebras Mzi is σ-finite.

Note that pφ↾(Mzi )+ = pφzi. Hence, for any i, φ ↾ (Mzi)+ is semifinite,
thus also strictly semifinite. It follows directly from the definition of strict
semifiniteness that φ is also strictly semifinite. □



CHAPTER 4

A basic theory of decreasing rearrangements

In this chapter we develop a noncommutative theory of decreasing
rearrangements. This will prove to be an indispensable tool for developing
a theory of Lp and Orlicz spaces for not just tracial von Neumann algebras,
but also general von Neumann algebras.

4.1 Distributions and reduction to subalgebras

We start by introducing the concept of decreasing rearrangements for
τ -measurable operators.

Definition 4.1. Given f ∈ M̃, we define the so-called decreasing re-
arrangement of f , to be the function mf : [0,∞) → [0,∞] : t 7→ mf (t)
given by mf (t) = inf{∥fe∥∞ : e ∈ P(M), τ(1 − e) ≤ t}, and the dis-
tribution function of f by [0,∞) → [0,∞] : s 7→ df (s) where df (s) =
τ(χ(s,∞)(|f |)) .

We note that what we call the decreasing rearrangement of f ∈ M,
is referred to as the generalised singular value function by many authors.
However in order to emphasise the analogy of the theory developed with
the classical theory of decreasing rearrangements and Banach function
spaces, we prefer the term decreasing rearrangement. We collate the basic
properties of distributions of elements of M̃, and then pause to illustrate
an interesting application of this theory, before proceeding with the de-
velopment of the theory of decreasing rearrangements. For this task we
need the following lemma. A stronger version of this fact was first proved
for bounded operators by Akemann, Anderson and Pedersen [AAP82].
However the validity of the weaker version below, extends to the class of
τ -measurable operators. The proof we present is due to Kosaki.

Lemma 4.2 ([Kos84b]). Let f, g ∈ M̃ be given. Then
• there exists a partial isometry w ∈ M so that Re(f)+ ≤ w|f |w∗,

where Re(f)+ is the positive part of Re(f)
109
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• there exist partial isometries u, v ∈ M such that |f+g| ≤ u|f |u∗+
v|g|v∗.

Proof. We prove the first claim. Let f = u|f | be the polar decompo-
sition of f with e the support projection of Re(f)+. Now set a = 1

2e(1+u),
and let a|f |1/2 = w|a|f |1/2| be the polar decomposition of a|f |1/2. Each of
e, u, a and w of course belongs to M, with a∗a = 1

4(1+ u∗)e(1+ u) ≤ 1.
We note that in addition

a|f |a∗ = w|a|f |1/2|2w∗ = w|f |1/2a∗a|f |1/2w∗ ≤ w|f |w∗.

Here we made use of the fact that if g = ug|g| is the polar decomposition
of g, then gg∗ = ugg

∗gu∗
g, from which it follows that |g∗| = ug|g|u∗

g. In
view of the fact that Re(f)+ = eRe(f)e = 1

2e(|f |u∗ + u|f |)e, we therefore
have that

w|f |w∗ − Re(f)+ ≥ a|f |a∗ − 1
2e(|f |u∗ + u|f |)e

= 1
4e(1+ u)|f |(1+ u∗)e− 1

2e(|f |u∗ + u|f |)e

= 1
4e[(1+ u)|f |(1+ u∗) − 2(|f |u∗ + u|f |)]e

= 1
4e(1− u)|f |(1− u∗)e

≥ 0.

as required.
We pass to proving the second claim. Let (f + g) = v|f + g| be the

polar decomposition of (f+g). Given that |f+g| = v∗(f+g) = (f∗+g∗)v,
we have that

|f + g| = 1
2(v∗(f + g) + (f∗ + g∗)v)

= Re(v∗f) + Re(v∗g)
≤ Re(v∗f)+ + Re(v∗g)+.

By the first part we may now select partial isometries w1 and w2 in M
so that Re(v∗f)+ ≤ w1|v∗f |w∗

1 ≤ w1|f |w∗
1 and Re(v∗g)+ ≤ w2|v∗g|w∗

2 ≤
w2|g|w∗

2. Therefore

|f + g| ≤ Re(v∗f)+ + Re(v∗g)+ ≤ w1|f |w∗
1 + w2|g|w∗

2

as required. □
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We will shortly see that there is a close link between decreasing rear-
rangements and the distribution function. We therefore pause to investi-
gate the properties of the distribution function.

Proposition 4.3. For any f ∈ M̃, the function d : R → [0,∞] : s 7→
df (s) is non-increasing and right-continuous. This function satisfies the
following properties:

(i) For any f ∈ M̃ and any non-zero scalar α, we have that df (s) =
df∗(s) = d|f |(s) and that dαf (s) = df (s/|α|) for all s ≥ 0

(ii) Given a, b ∈ M̃ with a ≥ b ≥ 0, we then have that da(s) ≥ db(s)
for any s ≥ 0. Moreover if (aα) ⊆ M̃+ is a net increasing to a in
M̃, then supα daα(s) = da(s) for any s ≥ 0.

(iii) For any t, s ≥ 0 and any a, b ∈ M̃, da+b(t+ s) ≤ da(t) + db(s).
(iv) For any f ∈ M̃ and any a, b ∈ M, dafb ≤ d∥a∥∥b∥f .

Proof. Assume that M acts on the Hilbert space H. It is clear from
the definition that R → [0,∞] : s 7→ ds(f) is non-increasing. Now let
sn, s ∈ (0,∞) be given such that sn ↘ s. It then follows from the spectral
theorem that χ(sn,∞)(|f |) ↗ χ(s,∞)(|f |) strongly as n → ∞. The normality
of the trace τ , then ensures that dsn(f) ↗ ds(f) as n → ∞. Hence R →
[0,∞] : s 7→ ds(f) is right-continuous.

Claim (i): The fact that df = d|f |, is clear from the definition. The
further fact that χ(s,∞)(|αf |) = χ(s/|α|,∞)(|f |), and hence that dαf (s) =
df (s/|α|) for any s ≥ 0, follows from the Borel functional calculus.

Next let f = u|f | be the polar decomposition of |f |. As noted in
the previous proof, we then have that |f∗| = u|f |u∗. By the unique-
ness of the spectral decomposition we must then have that χ(s,∞)(|f∗|) =
uχ(s,∞)(|f |)u∗ for all s > 0. Consequently df∗(s) = τ(χ(s,∞)(|f∗|)) =
τ(uχ(s,∞)(|f |)u∗) = τ(χ(s,∞)(|f |)) = df (s) for all s > 0. This then proves
the claim.

Claim (ii): First suppose that a ≥ b ≥ 0. If χ[0,s](a)(H)∩χ(s,∞)(b)(H)
contained non-zero elements, then for any ξ ∈ χ[0,s](a)(H) ∩ χ(s,∞)(b)(H)
with ∥ξ∥ = 1, it would follow that ⟨bξ, ξ⟩ > s, and that ⟨aξ, ξ⟩ ≤ s. But
this is impossible since the inequality a ≥ b demands that ⟨bξ, ξ⟩ ≤ ⟨aξ, ξ⟩.
Thus we must have that χ[0,s](a)(H) ∩ χ(s,∞)(b)(H) = {0}. Equivalently
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χ[0,s](a) ∧ χ(s,∞)(b) = 0. This then enables us to conclude that

χ(s,∞)(b) = χ(s,∞)(b) − χ[0,s](a) ∧ χ(s,∞)(b)
∼ χ[0,s](a) ∨ χ(s,∞)(b) − χ[0,s](a)
≤ χ(s,∞)(a).

Consequently db(s) = τ(χ(s,∞)(b)) ≤ τ(χ(s,∞)(a)) ≤ da(s) for all s ≥ 0.
Next suppose that (aα) ⊆ M̃+ is a net increasing to a in M̃. From

what we have already proved, it is clear that da(s) ≥ supα daα(s).
To prove the converse inequality, we first show that

χ(s,∞)(a) ∧ (∧αχ[0,s](aα)) = 0.

If χ(s,∞)(a)(H) ∩ (∩αχ[0,s](aα)(H)) contained non-zero elements, then for
any ξ ∈ χ(s,∞)(a)(H) ∩ (∩αχ[0,s](aα)(H)) with ∥ξ∥ = 1, it would follow
that ∥aξ∥2 = ⟨a2ξ, ξ⟩ > s2, with in addition ∥aαξ∥2 = ⟨a2

αξ, ξ⟩ ≤ s2. But
since aα ↗ a strongly, we then have that ∥aξ∥ = limα ∥aαξ∥ ≤ s, which is
a clear contradiction. Thus χ(s,∞)(a) ∧ (∧αχ[0,s](aα)) = 0 as claimed. But
in that case we have that

χ(s,∞)(a) = χ(s,∞)(a) − χ(s,∞)(a) ∧ (∧αχ[0,s](aα))
∼ χ(s,∞)(a) ∨ (∧αχ[0,s](aα)) − ∧αχ[0,s](aα)
≤ 1− ∧αχ[0,s](aα)
= ∨αχ(s,∞)(aα).

The normality of the trace now ensures that
da(s) = τ(χ(s,∞)(a)) ≤ τ(∨αχ(s,∞)(aα)) = sup

α
τ(χ(s,∞)(aα)) = sup

α
daα(s).

Claim (iii): Given a, b ∈ M̃, we use the preceding lemma to select
partial isometries u, v ∈ M such that |a + b| ≤ u|a|u∗ + v|b|v∗. Then
of course da+b ≤ du|a|u∗+v|b|v∗ . Let t, s > 0 be given. For any norm one
element ξ of χ(t+s,∞)(u|a|u∗ + v|b|v∗)(H), we then have that ∥(u|a|u∗ +
v|b|v∗)(ξ)∥ > t+s. But then at least one of the inequalities ∥u|a|u∗(ξ)∥ > t
or ∥v|b|v∗(ξ)∥ > s must hold, or else we will by the triangle inequality have
that ∥(u|a|u∗ + v|b|v∗)(ξ)∥ ≤ t+ s. In other words ξ ̸∈ χ[0,t](u|a|u∗)(H) ∩
χ[0,s](v|b|v∗)(H), or equivalently {0} = χ(t+s,∞)(u|a|u∗ + v|b|v∗)(H) ∩
χ[0,t](u|a|u∗)(H) ∩ χ[0,s](v|b|v∗)(H). So by definition

χ(t+s,∞)(u|a|u∗ + v|b|v∗) ∧ χ[0,t](u|a|u∗) ∧ χ[0,s](v|b|v∗) = 0.
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This in turn ensures that
χ(t+s,∞)(u|a|u∗ + v|b|v∗)
= χ(t+s,∞)(u|a|u∗ + v|b|v∗)

−χ(t+s,∞)(u|a|u∗ + v|b|v∗) ∧ χ[0,t](u|a|u∗) ∧ χ[0,s](v|b|v∗)
∼ χ(t+s,∞)(u|a|u∗ + v|b|v∗) ∨ (χ[0,t](u|a|u∗) ∧ χ[0,s](v|b|v∗))

−(χ[0,t](u|a|u∗) ∧ χ[0,s](v|b|v∗))
≤ 1− (χ[0,t](u|a|u∗) ∧ χ[0,s](v|b|v∗))
= χ(t,∞)(u|a|u∗) ∨ χ(s,∞)(v|b|v∗).

But then
da+b(t+ s) ≤ du|a|u∗+v|b|v∗(t+ s)

= τ(χ(t+s,∞)(u|a|u∗ + v|b|v∗))
≤ τ(χ(t,∞)(u|a|u∗) ∨ χ(s,∞)(v|b|v∗))
≤ τ(χ(t,∞)(u|a|u∗)) + τ(χ(s,∞)(v|b|v∗))
= du|a|u∗(t) + dv|b|v∗(s)

Recall that for example |u|a|u∗|2 ≤ |au∗|2 and hence that |u|a|u∗| ≤ |au∗|.
Similarly |ua∗| ≤ |a∗|. We may therefore use part (i) to see that du|a|u∗ ≤
dau∗ = dua∗ ≤ da∗ = da and similarly that dv|b|v∗ ≤ db. The claim now
follows.

Claim (iv): Given f ∈ M̃ and a ∈ M, we may use parts (i) and (ii)
to see that daf = d|af | = d| |a|f | ≤ d∥a∥ |f | = d∥a∥f . It then follows from this
inequality and part (i) that dfa = da∗f∗ ≤ d∥a∥f∗ = d∥a∥f . □

The properties of the distribution function allow us to realise M̃ as
an F -normed space.

Definition 4.4. Let X be a complex vector space.
• A functional ∥ · ∥ : X → [0,∞) is called an F -norm on X if it

satisfies the following criteria for x, y ∈ X and α ∈ C:
– ∥0∥ = 0 and if ∥x∥ = 0, then x = 0.
– ∥eitx∥ = ∥x∥ for any t ∈ R.
– ∥x+ y∥ ≤ ∥x∥ + ∥y∥.
– Given sequences (xk) ⊆ X and (αk) ⊆ C such that ∥x −
xk∥ → 0 and |α−αk| → 0 as k → ∞, we will then have that
∥αx− αkxk∥ → 0 as k → ∞.
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• A functional ρ : X → [0,∞] is called a semimodular (alt. modu-
lar) on X if it satisfies the following criteria for x, y ∈ X:
(a) ρ(0) = 0 and x = 0 whenever ρ(ϵx) = 0 for all ϵ > 0 (alt.

x = 0 whenever ρ(x) = 0).
(b) ρ(eitx) = ρ(x) for any t ∈ R.
(c) For any ϵ ∈ [0, 1] we have that ρ(ϵx+(1−ϵ)y) ≤ ρ(x)+ρ(y).

We say that ρ is a convex modular if instead of (c) we have
that ρ(ϵx+ (1 − ϵ)y) ≤ ϵρ(x) + (1 − ϵ)ρ(y) for any ϵ ∈ [0, 1] and
any x, y ∈ X.

If the (semi-)modular on X satisfies limϵ→0 ρ(ϵx) = 0 for each
x ∈ X, X is said to be a modular space .

Remark 4.5. There is a very close link between F -normed spaces and
modular spaces. Any F -norm on a vector space X for which ϵ 7→ ∥ϵx∥
is a non-decreasing function of ϵ on [0,∞) for every x, is a modular.
Conversely if X is equipped with a semimodular with respect to which it
is a modular space, then the prescription ∥x∥ = inf{ϵ > 0: ρ(ϵ−1x) ≤ ϵ}
yields an F -norm on X such that for any sequence (xk) ⊆ X, the claim
that limk→∞ ∥x−xk · ∥ = 0 is equivalent to the claim that limk→∞ ρ(ϵ(x−
xk)) = 0 for each ϵ > 0. The interested reader may find proofs of these
facts in section I.1 of [Mus83].

With the above as background, we are now able to make the following
conclusion.

Theorem 4.6. The functional ρ : M̃ → [0,∞] defined by ρ(f) =
df (1), is a semimodular on M̃ with respect to which M̃ is a modular
space. Moreover the prescription ∥f∥ = inf{ϵ > 0: df (ϵ) ≤ ϵ} defines
an F -norm on M̃. The topology induced by this F -norm, is exactly the
topology of convergence in measure.

Proof. We clearly have that ρ(0) = d0(1) = τ(χ(1,∞)(0)) = 0. In
addition if for some f ∈ M̃ we have that 0 = ρ(ϵf) = dϵf (1) = df (ϵ−1) =
τ(χ(ϵ−1,∞)(|f |)) for all ϵ > 0 (hence χ(ϵ−1,∞)(|f |) = 0 for all ϵ > 0), we
must clearly have that |f | = 0 (and hence f = 0).

It also follows fairly immediately from Proposition 4.3 that ρ(eitx) =
ρ(x) for any t ∈ R, and that for any ϵ ∈ (0, 1) and any f, g ∈ M̃, we
have that ρ(ϵf + (1 − ϵ)g) = d(ϵf+(1−ϵ)g)(1) ≤ dϵf (ϵ) + d(1−ϵ)g(1 − ϵ) =
df (1) + dg(1) = ρ(f) + ρ(g). Thus ρ is a semimodular as claimed.
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Next note that by definition any element f of M̃ must satisfy the
property that limγ→∞ df (γ) = 0. But since for γ > 0 we have that
df (γ) = dγ−1f (1), this corresponds to the claim that limϵ→0 ρ(ϵf) = 0
for each f ∈ M̃. Thus M̃ is a modular space. The fact that the prescrip-
tion ∥f∥ = inf{ϵ > 0: df (ϵ) ≤ ϵ} defines an F -norm on M̃, now follows
from the preceding remark. It therefore remains to show that the F -
norm topology agrees with the topology of convergence in measure. Both
topologies are metric topologies, and hence the equivalence will follow if
we show that convergence of sequences in the one is equivalent to con-
vergence of sequences in the other. In this regard recall that convergence
of a sequence (fn) ⊆ M̃ to f ∈ M̃ in the F -norm topology, is equiva-
lent to the claim that limn→∞ ρ(ϵ(f − fn)) = 0 for each ϵ > 0. In other
words, given ϵ > 0, and some δ > 0, there must exist N ∈ N so that
τ(χ(ϵ−1,∞)(|f − fn|)) = df−fn(ϵ−1) = dϵ(f−fn)(1) = ρ(ϵ(f − fn)) ≤ δ for
all n ≥ N. But this is exactly convergence in measure. Hence the result
follows. □

The following result establishes the link between the distribution func-
tion and decreasing rearrangements, hinted at earlier.

Proposition 4.7. For any f ∈ M̃, we have that mf (t) = inf{s ≥
0: df (s) ≤ t}. Moreover the infimum is attained and df (mf (t)) ≤ t for all
t ≥ 0.

Proof. Assume that M acts on the Hilbert space H. The second
claim follows from the right continuity of s 7→ df (s). For the first let a be
the point where the infimum is attained. Then the inequality df (a) ≤ t
amounts to the claim that τ(1 − χ[0,a](|f |)) ≤ t. In view of the fact that
∥fχ[0,a](|f |)∥∞ = ∥ |f |χ[0,a](|f |)∥∞ ≤ a, it clearly follows that mf (t) ≤ a.
It remains to prove the converse.

Let ϵ > 0 be given and select e ∈ P(M) such that τ(1 − e) ≤ t with
∥fe∥∞ < mf (t)+ϵ. For the sake of simplicity we will write αϵ for mf (t)+ϵ.
Our task is of course to show that a ≤ αϵ.

For any ξ ∈ e(H) ∩ χ(αϵ,∞)(|f |)(H) with ∥ξ∥ = 1, the fact that
χ(αϵ,∞)(|f |) = χ(α2

ϵ ,∞)(f∗f) ensures that ⟨f∗fξ, ξ⟩ ≥ α2
ϵ . But on the other

hand the fact that ∥fe∥ < αϵ ensures that ⟨f∗fξ, ξ⟩ < αϵ. This cannot be,
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and hence we must have that e ∧ χ(αϵ,∞)(|f |) = 0. But in that case
χ(αϵ,∞)(|f |) = χ(αϵ,∞)(|f |) − e ∧ χ(αϵ,∞)(|f |)

∼ e ∨ χ(αϵ,∞)(|f |) − e

≤ 1− e.

Consequently df (αϵ) = τ(χ(αϵ,∞)(|f |)) ≤ τ(1 − e) ≤ t, which amounts to
the claim that a ≤ αϵ = mf (t) + ϵ, as required. □

The following remark captures an important consequence of the above
result — the fact that decreasing rearrangements are in some sense com-
mutatively realised.

Remark 4.8. • Let f ∈ M̃ be given. For any von Neumann subalge-
bra M0 of M containing both f and the spectral projections of
|f |, the above result actually shows that mf (t) = inf{∥fe∥∞ : e ∈
P(M0), τ(1− e) ≤ t}

• The preceding proposition also shows that the quantity is a faith-
ful extension of the classical concept of a decreasing rearrange-
ment. To see this observe that in the case M = L∞(X,Σ, ν) with
τ =

∫
· dν, the formula in the preceding proposition corresponds

to the claim that mf (t) = inf{s > 0: ν({x ∈ X : |f(x)| > s}) ≤ t.

We pause to present a particularly elegant application of the above
facts, which proves to be a useful tool in lifting the classical theory to the
noncommutative context.

Proposition 4.9. Let M be a von Neumann algebra with no minimal
projections. Then the following holds:

(a) For any non-zero projection e ∈ M, any maximal abelian von
Neumann subalgebra M0 of eMe, also has no minimal projec-
tions.

(b) Whenever eMe admits a faithful normal state ω, then any max-
imal abelian subalgebra M0 of eMe, corresponds to a classical
L∞(Ω,Σ, νω), where (Ω,Σ, νω) is a nonatomic probability space,
with the measure νω defined by νω(E) = ω(χE) for each E ∈ Σ.
In particular if M is a finite algebra equipped with a finite faithful
normal trace τ , then given any f ∈ M̃+, we may select a maxi-
mal abelian subalgebra M0 containing all the spectral projections
of f. The element f corresponds to a Borel function on (Ω,Σ, ντ ),
and the classical decreasing rearrangement of f as Borel function
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corresponds exactly to the decreasing rearrangement of f as an
element of M̃+.

(c) Suppose that M admits a faithful normal semifinite trace τ. For
any non-zero projection e ∈ M, eMe admits an abelian subal-
gebra M0, which has no minimal projections, and on which the
restriction of τ is still semifinite. The algebra M0 corresponds
to a classical L∞(Ω,Σ, ντ ), where (Ω,Σ, ντ ) is a nonatomic mea-
sure space, with the measure ντ defined by ντ (E) = τ(χE) for
each E ∈ Σ.

Proof. Part(a): If M has no minimal projections, then the same is
true of eMe. Hence we may for the sake of simplicity replace M with
eMe throughout. Let M0 be a commutative von Neumann subalgebra of
M. Suppose that e0 is a minimal projection in M0. By hypothesis, there
must exist a projection f0 ∈ M \ M0 with 0 < f0 < e0. Now given any
other projection e in M0, we have by commutativity that e0e ∈ M0 is
a subprojection of e0. So by minimality

either e0e = 0 (i.e. e0 ⊥ e) or e0e = e0 (i.e. e0 ≤ e).

Thus since f0 < e0 we also have that

either f0 ⊥ e or f0 < e

for any projection e in M0. But this means that f0 commutes with all
the projections in M0. Since the span of these projections is dense in M0,
f0 commutes with M0. Therefore M0 cannot be maximal abelian, since
{f0,M0} generates a commutative subalgebra which is strictly larger than
M0.

Part(b): The first part of (b) follows from the fact that any commu-
tative von Neumann subalgebra M0 will correspond to some L∞(Ω,Σ, ρ)
(see Theorem 1.100). In particular given a faithful normal state ω on M,
it is an exercise to show that the restriction of ω to M0 = L∞(Ω,Σ, ρ)
defines a probability measure νω = ν on (Ω,Σ) (with the same sets of
measure zero as ν) by means of the prescription ν(E) = ω(χE) E ∈ Σ.
Replacing ρ by ν if necessary, all that remains is to note that the sub-
algebra M0 = L∞(Ω,Σ, ν) has no minimal projections precisely when
(Ω,Σ, ν) is nonatomic.

The final part of (b) follows by combining what we have just observed
with the preceding remarks and the Borel functional calculus.
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Part (c): To prove (c) we firstly note that the semifiniteness of the
trace τ on M, ensures that each projection f in M, admits a subprojection
with finite trace. To see this recall that the semifiniteness of τ , ensures
that there exists 0 ≤ x ≤ f with 0 < τ(x) < ∞. For ϵ > 0 small enough,
eϵ = χ(ϵ,∞)(x) will be a non-zero projection with ϵeϵ ≤ x ≤ f. But then
τ(eϵ) ≤ ϵ−1τ(x) < ∞, with in addition eϵ = limn→∞ ϵ2

−n
eϵ ≤ f. Here

we used the fact that the square root preserves order. Given a projection
e, we may now apply Zorn’s lemma to obtain a maximal family {eα} of
mutually orthogonal subprojections of e, each with finite trace. It must
then hold that e = ∑

α eα, since if e −
∑
α eα ̸= 0, we would be able

to select a subprojection e0 of e −
∑
α eα with finite trace, which would

contradict the maximality of {eα}. For each α, we then select a maximal
abelian subalgebra Mα of eαMeα. By part (a), there are no minimal
projections in any of the Mα’s. The algebra we seek is then given by
M0 = ⊕αMα. Since τ is finite-valued on each Mα, it is an exercise to see
that the restriction of τ to M0, is semifinite. The final part of (c) may
now be proven using the same sort of argument as in part (b). □

4.2 Algebraic properties of decreasing rearrangements

As before M is a von Neumann algebra equipped with a faithful nor-
mal semifinite trace τ. To start off with we present yet another way of
realising the decreasing rearrangements described earlier.

Lemma 4.10. For each t ≥ 0, we let Rt be the set of all τ -measurable
operators f satisfying τ(s(|f |)) ≤ t, where s(|f |) is the support projection
of |f |. For any g ∈ M̃, we then have that

mg(t) = inf{∥g − f∥ : f ∈ Rt}.

Proof. Let t ≥ 0 be given and let g = u|g| be the polar decomposition
of g. With λ 7→ eλ denoting the spectral resolution of |g|, we set

f = u

∫
(α,∞)

λ deλ

where α = mg(t). Then by construction ∥g − f∥ ≤ α = mg(t), with
τ(s(|f |)) = dg(α) = dg(mg(t)) ≤ t by Proposition 4.7. Therefore
inf{∥g − f∥ : f ∈ Rt} ≤ mg(t).

For the converse let f ∈ Rt be given, and set e = 1 − s(|f |). Then
∥ge∥ = ∥(g−f)e∥ ≤ ∥g−f∥. In view of the fact that τ(1−e) ≤ t, it follows
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that mg(t) ≤ ∥ge∥ ≤ ∥g − f∥, and hence that mg(t) ≤ inf{∥g − f∥ : f ∈
Rt}. □

Corollary 4.11. For any f ∈ M̃ and any projection e ∈ M, we have
that mfe(t) = 0 whenever t ≥ τ(e).

The following Proposition collates several important properties of de-
creasing rearrangements. The reader is encouraged to take careful note of
these properties, as they will repeatedly be used without comment from
here on.

Proposition 4.12. Let f , a and b be τ -measurable operators.
(i) The map mf : (0,∞) → R : t 7→ mf (t) is non-increasing and

right-continuous. Moreover limt↘0 mf (t) = ∥f∥∞.
(ii) For any t > 0 and any α ∈ C, mf (t) = mf∗(t) = m|f |(t), and

mαf (t) = |α|mf (t).
(iii) If a ≥ b ≥ 0, then ma(t) ≥ mb(t) for any t > 0. Moreover if

(aα) ⊆ M̃+ is a net increasing to a in M̃, then supα maα(t) =
ma(t).

(iv) For any s, t > 0, ma+b(t+ s) ≤ ma(t) + mb(s).
(v) For any s, t > 0, mab(t+ s) ≤ ma(t)mb(s). We have, in particu-

lar, mafb(t) ≤ ∥a∥∥b∥mf (t).
(vi) Let Φ : [0,∞) → [0,∞] be a non-decreasing function which is

continuous on [0, bΦ] where bΦ = sup{t ∈ [0,∞) : Φ(t) < ∞}. If
Φ(|f |) is again τ -measurable, then Φ(mf (t)) = mΦ(|f |)(t) for any
t ≥ 0.

Proof. Claim (i): The fact that mf is non-increasing follows by
definition. Next suppose that at some point t0 > 0, mf is not right-
continuous. There must then exist some α > 0 so that mf (t0) > α ≥
mf (t0 + ϵ) for all ϵ > 0. We may then combine the fact that s 7→ df (s) is
non-increasing with Proposition 4.7, to conclude from this that df (α) ≤
df (mf (t0 + ϵ)) ≤ t0 + ϵ for any ϵ > 0, that is df (α) ≤ t0. But if that were
the case we ought to have that mf (t0) ≤ α – a clear contradiction. Hence
the claim regarding right-continuity holds.

It remains to prove the claim regarding the left limit at 0. It is clear
from the definition that ∥f∥ ≥ mf (t) for all t > 0. Suppose that for all
ϵ > 0 we have that ∥f∥ > α ≥ mf (ϵ). A similar argument to the one used
above then leads to the conclusion that df (α) ≤ ϵ for any ϵ > 0, and hence
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that df (α) = 0. But if that were the case we ought to have that ∥f∥ ≤ α
– a clear contradiction. Hence the remaining claim follows.

Claim (ii): The fact that mf (t) = m|f |(t) = mf∗(t) for all t > 0,
is a clear consequence of part (i) of Proposition 4.3 considered alongside
Proposition 4.7.

Claim (iii): First suppose that a ≥ b ≥ 0. A simple application of
Proposition 4.7 to part (ii) of Proposition 4.3, then yields the first conclu-
sion.

Next suppose that (aα) ⊆ M̃+ is a net increasing to a in M̃.Given that
by Proposition 4.3 da(s) = supα daα(s) for all s ≥ 0, the claim similarly
follows from Proposition 4.7.

Claim (iv): Let ϵ > 0 and s, t > 0 be given. By Lemma 4.10, we may
find a0, b0 ∈ M̃ such that

∥a− a0∥ ≤ ma(t) + ϵ, τ(s(∥a0∥)) ≤ t
∥b− b0∥ ≤ mb(s) + ϵ, τ(s(∥b0∥)) ≤ s

We have that
∥(a+ b) − (a0 + b0)∥ ≤ ∥a− a0∥ + ∥b− b0∥ ≤ ma(t) + mb(s) + 2ϵ.

In addition we also have that
τ(s(|a+ b|)) = τ(s(|a|) ∨ s(|b|))

≤ τ(s(|a|)) + τ(s(|b|))
≤ t+ s

It follows that ma+b(t+s) ≤ ma(t)+mb(s)+2ϵ.Given that ϵ was arbitrary,
it is clear that ma+b(t+ s) ≤ ma(t) + mb(s) as required.

Claim (v): Let ϵ > 0 and s, t > 0 be given, and select a0 and b0 as in
the proof of the previous claim. Now set c = (a − a0)b0 + a0b. We then
have that

∥ab− c∥ = ∥ab− (a− a0)b0 − a0b∥
= ∥(a− a0)(b− b0)∥
≤ ∥(a− a0)∥.∥(b− b0)∥
≤ (ma(t) + ϵ)(mb(s) + ϵ).

Moreover we also have that
• s(|c|) ≤ s(|(a− a0)b0|) ∨ s(|a0b|),
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• s(|(a− a0)b0|) ≤ s(|b0|),
• s(|b∗a∗

0|) ≤ s(|a∗
0|) together with s(|a0b|) ∼ s(|b∗a∗

0|) and s(|a∗
0|)

∼ s(|a0|).
It follows from this that τ(s(|c|)) ≤ τ(s(|b0|))+τ(s(|a0|)) ≤ t+s. Therefore
mab(t+ s) ≤ (ma(t) + ϵ)(mb(s) + ϵ), whence mab(t+ s) ≤ ma(t).mb(s).

Claim (vi): We may replace M by a maximal abelian von Neumann
subalgebra M0 to which both |f | and Φ(|f |) are affiliated (see Remark
4.8). Let e be any projection in this subalgebra. Now notice that sp(|f |) ⊆
[0,∞).

First suppose that Φ is bounded on sp(|f |e). (By the Borel functional
calculus Φ(|f |e) will then of course be bounded.) Since limu→∞ Φ(u) = ∞,
we must then have that sp(|f |e) itself is a bounded subset of [0,∞). Thus
|f |e must be bounded. By the spectral theory for positive elements, we
now have that ∥ |f |e∥ = max{λ : λ ∈ sp(|f |e)}. Since Φ is increasing and
non-negative on [0,∞), the Borel functional calculus also ensures that

Φ(∥ |f |e∥) = max{Φ(λ) : λ ∈ sp(|f |e)} = ∥Φ(|f |e)∥.
If Φ is not bounded on sp(|f |e), then

∥Φ(|f |e)∥ = sup{Φ(λ) : λ ∈ sp(|f |e)} = ∞.

We proceed to show that then Φ(∥ |f |e∥) = ∞. If now sp(|f |e) was an
unbounded subset of [0,∞), we would already have ∥ |f |e∥ = ∞, and
hence Φ(∥ |f |e∥) = ∞ as required. Thus let sp(|f |e) be a bounded subset
of [0,∞). As noted previously, this forces ∥ |f |e∥ = max{λ : λ ∈ sp(|f |e)}.
Since Φ is increasing on [0,∞] with Φ(0) = 0, we must have Φ(∥ |f |e∥) ≥
Φ(λ) ≥ 0 for any λ ∈ sp(|f |e). The fact that Φ is unbounded on sp(|f |e)
therefore forces Φ(∥ |f |e∥) = ∞ as required.

The above observations clearly show that
inf{Φ(∥ |f |e∥) : e ∈ P(M0) with τ(1− e) ≤ t}

= inf{∥Φ(|f |e)∥ : e ∈ P(M0) with τ(1− e) ≤ t}.
But since Φ is increasing and continuous on [0, bΦ], we also have that

inf{Φ(∥ |f |e∥) : e ∈ P(M0) with τ(1− e) ≤ t}

= Φ(inf{∥ |f |e∥ : e ∈ P(M0) with τ(1− e) ≤ t}).
When combined with the observation in Remark 4.8, this yields the con-
clusion that mΦ(|f |)(t) = Φ(m|f |(t)) = Φ(mf (t)). □
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4.3 Decreasing rearrangements and the trace

We saw in Theorem 3.21 that the trace may be extended to the ex-
tended positive cone M̂+ of M by means of the following prescription:
Given m ∈ M̂+ with spectral resolution m =

∫∞
0 λ deλ + p.∞, we de-

fine the trace of m to be τ(m) = supn∈N τ(mn) where the mn’s are the
bounded elements of M given by mn =

∫ n
0 λ deλ+p.n. Our goal in this sec-

tion is to show that on M̃, this extension exhibits more subtle behaviour.
This first step in realising that goal, is the following proposition.

Proposition 4.13. For any f ∈ M̃+,

τ(f) =
∫ ∞

0
mf (t) dt.

The above proposition provides us with a powerful alternative for
defining the trace on M̃+. On considering this result alongside for ex-
ample Proposition 4.12, we may then fairly directly deduce highly refined
properties of the trace on M̃+ from matching properties of the decreasing
rearrangement. We will briefly address this issue in Proposition 4.17, and
then revisit this topic in chapter 5.

Proof. Let f ∈ M̃+ be given. For each n ∈ N, let fn = fχ[0,n](f).
By definition we then have that τ(f) = supn∈N τ(fn). It is clear from
the Borel functional calculus that the fn’s increase to f. So by part (iii) of
Proposition 4.12 considered alongside the monotone convergence theorem,
we also have that

∫∞
0 mf (t) dt = supn∈N

∫∞
0 mfn(t) dt. It is therefore clear

that the proposition will follow for M̃+, if we are able to prove it for M+.
Hence assume that f ∈ M+.

It is well-known that any positive measurable function may be writ-
ten as the increasing limit of a sequence of positive simple functions. If
we combine this fact with the Borel functional calculus, it is clear that
f may written as an increasing limit of a sequence of operators (fN ) of
the form ∑n

k=1 αkek where the αk’s are positive real numbers, and the
ek’s mutually orthogonal projections. By the normality of the trace on
M+, τ(f) = supN τ(fN ). On once again considering part (iii) of Propo-
sition 4.12 alongside the monotone convergence theorem, we have that∫∞

0 mf (t) dt = supN
∫∞

0 mfN
(t) dt. The result will therefore follow for

M+, if we are able to verify its validity in the case where f = ∑n
k=1 αkek.

We proceed with the verification of this case. We may assume without
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loss of generality that α1 < α2 < · · · < αn. It then follows from the Borel
functional calculus that

χ(s,∞)(f) =


0 if s ≥ αn∑n
k=m+1 ek if αm ≤ s < αm+1∑n
k=1 ek if s < α1

and hence that

df (s) =


0 if s ≥ αn∑n
k=m+1 τ(ek) if αm ≤ s < αm+1∑n
k=1 τ(ek) if s < α1

Now consider the case where each τ(ek) is finite. It then follows from
Proposition 4.7 that

mf (t) =


αn if τ(en) > t ≥ 0
αm if ∑n

k=m τ(ek) > t ≥
∑n
k=m+1 τ(ek)

0 if t ≥
∑n
k=1 τ(ek)

.

It is now clear that then
∫∞

0 mf (t) dt = ∑n
k=1 αkτ(ek) = τ(f) as required.

Now suppose that some of the τ(ek)’s are infinite-valued, and let m0
be the largest index for which τ(em0) = ∞. Suppose for the sake of the
argument that n > m0 ≥ 1. (The proof for the case where m0 = n is
similar.) In this case we of course have that ∑n

k=m τ(ek) = ∞ whenever
m ≤ m0, and hence the formula for mf (t) becomes

mf (t) =


αn if τ(en) > t ≥ 0
αm if ∑n

k=m τ(ek) > t ≥
∑n
k=m+1 τ(ek), m > m0

αm0 if ∞ > t ≥
∑n
k=m0+1 τ(ek)

.

But then
∫∞

0 mf (t) dt = ∞, which accords with the fact that τ(f) =∑n
k=1 αkτ(ek) = ∞. □

Corollary 4.14. Let Φ : [0,∞) → [0,∞] be a non-decreasing func-
tion which is continuous on [0, bΦ] where bΦ = sup{t ∈ [0,∞) : Φ(t) < ∞},
and let f ∈ M̃ be given such that Φ(|f |) is again τ -measurable. Then
τ(Φ(|f |)) =

∫∞
0 Φ(mt(|f |)) dt.

Proof. Apply Proposition 4.13 to part (vi) of Proposition 4.12. □

We briefly comment on the use of the above corollary.

Remark 4.15. Let M be a semifinite algebra with a faithful normal
semifinite trace τ. Any element a of M̂+ is of course of the form a =∫∞

0 λde(λ) + ∞.p for some spectral resolution e(λ) and projection p. For



124 Decreasing rearrangements

the extension of the trace to M̂+, we will by the discussion at the start of
this section clearly have that τ(a) = ∞ if p ̸= 0. So if τ(a) < ∞, we must
have that p = 0, and hence that a is in fact an operator affiliated to M.
But more is true in this case. For any n,m ∈ N with n < m, we will then
have that

τ(e(n,m]) ≤ 1
n
τ(ae(n,m]) ≤ 1

n
τ(a) < ∞.

If now we let m → ∞, we get that τ(e(n,∞)) ≤ 1
nτ(a) < ∞. Thus if

τ(a) < ∞, a must in fact correspond to a τ -measurable element of M̃. So
given a ∈ M̂+, it follows that τ(a) < ∞ if and only if a corresponds to
a positive element of M̃ with finite trace.

Now given an element a of M̃ and a function Φ : [0,∞) → [0,∞]
of the type described in the preceding result, Φ(|a|) will in general not
be a member of M̃ (unless of course sp(|a|) ⊆ [0, bΦ)). However we are
able to give meaning to Φ(|a|) as an element of M̂+. If we apply the
observation made previously to this setting, then given a ∈ M̃, it follows
that τ(Φ(|a|)) < ∞ if and only if Φ(|a|) corresponds to a positive element
of M̃ with finite trace.

Corollary 4.16. Let f, g ∈ M̃+ be given. Then the following are
equivalent:

(i) mf (t) ≤ mg(t) for all t > 0;
(ii) df (s) ≤ dg(s) for all s > 0;
(iii) for any non-decreasing function Φ : [0,∞) → [0,∞] which is

continuous on [0, bΦ] where bΦ = sup{t ∈ [0,∞) : Φ(t) < ∞}, we
have that τ(Φ(f)) ≤ τ(Φ(g)).

Proof. The implication (ii)⇒(i) is a direct consequence of Proposi-
tion 4.7, with (i)⇒(iii) following from the preceding Corollary and Re-
mark. To prove the implication (iii)⇒(ii), we first select a sequence (vn)
of continuous functions on [0,∞) which increase monotonically to χ(s,∞).
(In fact given any ϵ > 0, we may select this sequence so that each vn agrees
with χ(s,∞) on [0, s] ∪ [s + ϵ,∞).) Then by the Borel functional calculus,
vn(f) ↗ χ(s,∞)(f) and vn(g) ↗ χ(s,∞)(g) as n → ∞. The normality of the
trace therefore ensures that τ(vn(f)) ↗ df (s) and τ(vn(g)) ↗ dg(s) as
n → ∞. The validity of (ii), now follows from the fact that by assumption
τ(vn(f)) ≤ τ(vn(g)) for every n. □
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As promised we now pause to briefly present a (fairly standard) sam-
pling of the basic properties of the trace on M̃+. The interested reader may
easily use the techniques demonstrated in the following proof to deduce
further properties.

Proposition 4.17. The extension of the trace τ to M̃+, is faithful,
additive, and positive homogeneous. For any g ∈ M̃ we have that τ(g∗g) =
τ(gg∗). In addition τ is normal on M̃+, in the sense that if (fα) ⊆ M̃+
is a net increasing to f ∈ M̃+, then τ(f) = supα τ(fα).

Proof. The proof of each of these properties relies on a repeated use
of Proposition 4.13. To see that τ is faithful, observe that if 0 = τ(f) =∫∞

0 mf (s) ds, then mf = 0 almost everywhere. But since mf is non-
increasing, we have that mf (s) = 0 for all s ≥ s0 whenever mf (s0) = 0.
Thus mf = 0 on (0,∞), with the right continuity of mf , now ensuring
that in addition ∥f∥∞ = lims↘0 mf (s) = 0.

The positive homogeneity of the trace is a direct consequence of part
(ii) of Proposition 4.12.

The fact that τ(g∗g) = τ(gg∗) for any g ∈ M̃, is similarly an easy
consequence of the fact that part (ii) of Proposition 4.12 ensures that
mg∗g = m2

|g| = m2
|g∗| = mgg∗ .

Next let (fα) ⊆ M̃+ be a net increasing to f ∈ M̃+. For each n ∈ N,
let en = χ[0,n](f). We know from Proposition 2.63 that (enfαen) then
increases to fen. But fen belongs to M+, and hence the same must be
true of {enfαen}. It then follows from the normality of the trace on M+,
that τ(fen) = supα τ(enfαen). We next use part (v) of Proposition 4.12 to
see that τ(enfαen) =

∫∞
0 menfαen(s) ds ≤

∫∞
0 mfα(s) ds = τ(fα) for each

n and each α. But then τ(fen) ≤ supα τ(fα). By the definition of τ(f), we
then have that τ(f) ≤ supα τ(fα). But by part (iii) of Proposition 4.12,
we must have that τ(fα) ≤ τ(f) for each α. Hence we must have that
τ(f) = supα τ(fα).

We now prove the additivity of the extension of the trace. Given f, g ∈
M̃+, the Borel functional calculus ensures that the sequences (fn), (gn) ⊆
M+ defined by fn = fχ[0,n](f) and gn = gχ[0,n](g) respectively, increase to
f and g. Then (fn+gn) will increase to f+g. So by what has been proved
we have that τ(f + g) = supn∈N τ(fn + gn) = supn∈N(τ(fn) + τ(gn)) =
τ(f) + τ(g). □
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Lemma 4.18. Let f ∈ M̃ be given. Given any α > 0 with α = df (s)
for some s > 0, let sα = inf{s : df (s) ≤ α}. Denoting fχ(sα,∞)(|f |)) by
fα, we then have that mfα = mfχ[0,α].

Proof. Let α, sα and fα be as in the hypothesis. From the right-
continuity of s 7→ df (s), we have that df (sα) = α, with by construction
df (s) > α whenever s < sα. It is clear that in computing the decreasing
rearrangements we may pass to the abelian von Neumann subalgebra gen-
erated by the spectral projections of f. This then allows us access to the
Borel functional calculus. Using this calculus, it is now an easy exercise
to show that

χ(s,∞)(fα) =
{
χ(s,∞)(f) if s ≥ sα
χ(sα,∞)(f) if 0 < s < sα

.

Therefore

dfα(s) =
{
df (s) if s ≥ sα
df (sα) if 0 < s < sα

.

From these formulae it now clearly follows that if t < α, then mt(fα) =
inf{s : dfα(s) ≤ t} = inf{s : df (s) ≤ t} = mt(f), and similarly that if
t ≥ α, then mt(fα) = inf{s : dfα(s) ≤ t} = 0. □

The following result presents a very elegant way of realising what is
sometimes called the “second” decreasing rearrangement in the context of
“non-atomic” von Neumann algebras.

Proposition 4.19. Let M have no minimal projections. For any
f ∈ M̃ and any t > 0, we then have that

∫ t
0 mf (s) ds = sup{τ(e|f |e) : e ∈

P(M), τ(e) ≤ t}

Proof. We may clearly assume that f ≥ 0. For any e ∈ P(M)
with τ(e) ≤ t, we may next apply Proposition 4.13 and Corollary 4.11
to see that τ(efe) =

∫ t
0 mefe(s) ds ≤

∫ t
0 mf (s) ds. Clearly

∫ t
0 mf (s) ds ≥

sup{τ(e|f |e) : e ∈ P(M), τ(e) ≤ t}.
To prove the converse inequality, we will consider two cases. Firstly

let s0 = inf{s ≥ 0: df (s) < ∞}, and α0 = df (s0).
Case 1 (t ≥ α0): In this case we clearly have that α0 < ∞. Since

df (s) = ∞ for all s < s0, it is now also clear that

mf (v) = inf{s > 0: df (s) ≤ v} = s0 for all v ≥ α0.



Decreasing rearrangements 127

It then follows that∫ t

0
mf (v) dv =

∫ α0

0
mf (v) dv + (t− α0)s0.

If in fact t = α0 then for e0 = χ(s0,∞)(f), it follows from the lemma that

τ(fe0) =
∫ ∞

0
mv(fe0) dv =

∫ α0

0
mv(f) dv.

Therefore in this case
∫ t

0 mf (s) ds ≤ sup{τ(e|f |e) : e ∈ P(M), τ(e) ≤ t} as
required.

Next consider the case where t > α0. Let ϵ > 0 be given. By construc-
tion τ(χ(s0−ϵ,∞)(f)) = df (s0−ϵ) = ∞. Since by assumption τ(χ(s0,∞)(f)) =
α0 < ∞, we must therefore have that τ(χ(s0−ϵ,s0](f)) = ∞. The fact
that M has no minimal projections, now ensures that there must exist
a subprojection et of χ(s0−ϵ,s0](f) with τ(et) = (t − α0). The easiest way
to see this is to use Proposition 4.9 to select an abelian subalgebra of
χ(s0−ϵ,s0](f)Mχ(s0−ϵ,s0](f) with no minimal projections. Proposition 4.9
then informs us that this abelian subalgebra corresponds to a classical
L∞-space living on a nonatomic measure space. The existence of a sub-
projection et for which τ(et) = (t − α0), therefore follows from classical
measure theory. By construction e0 and et are mutually orthogonal, with
e0 + et therefore a projection with τ(e0 + et) = t, and with

τ(f(e0 + et)) = τ(fe0) + τ(fet)

≥
∫ α0

0
mf (v) dv + (s0 − ϵ)τ(et)

=
∫ α0

0
mf (v) dv + (s0 − ϵ)(t− α0)

=
∫ t

0
mf (v) dv − ϵ(t− α0).

Since ϵ > 0 was arbitrary, it is clear that here too∫ t

0
mf (s) ds ≤ sup{τ(|f |e) : e ∈ P(M), τ(e) ≤ t}

as required.
Case 2 (t < α0): Let st = inf{s > 0: df (s) ≤ t}, and set αt = df (st).

By the right-continuity of s 7→ df (s) we must have αt = df (st) ≤ t, with
df (s) > t for all s < st by construction.
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If in fact t = αt then we may set e1 = χ(st,∞)(f), and argue as before
to see τ(fe1) =

∫ t
0 mv(f) dv, from which it then follows that

∫ t
0 mf (s) ds ≤

sup{τ(|f |e) : e ∈ P(M), τ(e) ≤ t} as required.
Next consider the case where t > αt. Despite the similarity of this

proof to the earlier case, we will for the sake of the reader provide relevant
details. Since for all s < st we have by construction that df (s) > t, with
df (s) ≤ αt otherwise, it is clear that for any αt < v ≤ t, we must have that
mf (v) = inf{s : df (s) ≤ v} = st. Therefore

∫ t
0 mf (v) dv =

∫ αt
0 mf (v) dv +

(t−αt)st. Let ϵ > 0 be given. By construction τ(χ(st−ϵ,∞)(f)) = df (t) > t,
and τ(χ(st,∞)(f)) = αt. Hence τ(χ(st−ϵ,st](f)) > t − αt. As before, the
fact that M has no minimal projections, ensures that there must exist
a subprojection et of χ(st−ϵ,st](f) with τ(et) = (t−αt). Let e1 = χ(st,∞)(f).
Arguing as in the former case it now follows that e1 + et is a projection
with τ(e1+et) = t, and with τ(f(e1+et)) ≥

∫ α0
0 mv(f) dv+(s0−ϵ)(t−α0).

Since ϵ > 0 was arbitrary, it is clear that
∫ t

0 mf (s) ds ≤ sup{τ(e|f |e) : e ∈
P(M), τ(e) ≤ t} as required. □

The applicability of the above Proposition ranges wider than just von
Neumann algebras with no minimal projections. This follows from the
following observation.

Proposition 4.20. Let M be a semifinite von Neumann algebra
equipped with an f.n.s. trace τ. Then the trace τ∞ = τ ⊗

∫
[0,1](·)dm(t)

(where m is Lebesgue measure) is an f.n.s. trace on the von Neumann alge-
bra tensor product M⊗L∞[0, 1]. The algebra M⊗L∞[0, 1] has no minimal
projections, and if we use the trace τ∞ to define a topology of convergence
in measure on M⊗L∞[0, 1], the ∗-isomorphism I∞ : M → M⊗L∞[0, 1] :
a 7→ a ⊗ 1 extends to a homeomorphism between M̃, and the closure of
I∞(M) in the topology of convergence in measure on M⊗L∞[0, 1]. Specif-
ically for any a ∈ M̃, the simple tensor a⊗ 1 will then be τ∞-measurable,
with ma(t) = ma⊗1(t) for any t ≥ 0.

We pause to point out that as far as M̃ ⊗ L∞[0, 1] is concerned one
may certainly make sense of the algebraic tensor product. Simple tensors
of the form a ⊗ 1 where a ∈ M̃ certainly belong to this algebraic tensor
product. However since M̃ is in general not locally convex, there is no
natural metric or topological structure we can equip this tensor product
with. The action of τ∞ on simple tensors of the form a ⊗ 1 is therefore
derived from the fact that these tensors may also be realised as elements



Decreasing rearrangements 129

of ˜M⊗L∞[0, 1]. To see this notice that given (an) ⊂ M such that an → a

in M̃, we will then have that (an ⊗ 1) → (a ⊗ 1) in ˜M⊗L∞[0, 1]. There
is a theory of tensor products of locally convex algebras of unbounded
operators (see for example [FIW14]), but these algebras are typically not
all that closely related to M̃.

Proof. We leave the claim that τ∞ is a faithful normal semifinite
trace as an exercise. The claim that I∞ extends to a homeomorphism
between M̃, and the closure of I∞(M) in the topology of convergence in
measure, is a direct consequence of Proposition 2.73 applied to the fact
that τ∞ ◦ I∞ = τ. Given a ∈ M̃, the fact that ma(t) = ma⊗1(t) for
all t ≥ 0, will easily follow if we are able to show that da(t) = da⊗1(t)
for all t ≥ 0. To see this one may check that |a ⊗ 1| = |a| ⊗ 1, and that
p(|a⊗1|) = p(|a|)⊗1 for any polynomial in one real variable. Now use the
Stone-Weierstrass theorem to see that f(|a⊗1|) = f(|a|)⊗1 holds for non-
negative continuous functions f on [0,∞), and then use that fact to deduce
that this equality also holds for non-negative Borel functions on [0,∞).
Given t ≥ 0 it then trivially follows that da⊗1(t) = τ∞(χ(t,∞)(|a ⊗ 1|)) =
τ∞(χ(t,∞)(|a| ⊗ 1)) = τ∞((χ(t,∞)(|a|)) ⊗ 1) = τ(χ(t,∞)(|a|)) = da(t). It
remains to prove that M⊗L∞[0, 1] has no minimal projections. So let p ∈
P(M⊗L∞[0, 1]) be given, and consider the set P = {e ∈ P(L∞[0, 1]) : p ≤
1⊗e}. We need to find a non-zero subprojection of p, which is distinct from
p. Let em = ∧{e : e ∈ P}. The measure space ([0, 1],B([0, 1])) is of course
non-atomic under Lebesgue measure, and hence we may find a non-zero
projection e0 ∈ P(L∞[0, 1]) for which we have that e0 ̸= em and e0 ≤ em. It
is not difficult to see that 1⊗e0 is a central element of M⊗L∞[0, 1]. Hence
(1⊗e0)p is a subprojection of p. Note that we must have that (1⊗e0)p ̸= p,
since equality would ensure that p ≤ (1⊗ e0), which would contradict the
minimality of em. If now we can show that (1 ⊗ e0)p ̸= 0, this projection
would be the subprojection of p we seek. Assume by way of contradiction
that (1⊗e0)p = 0. That ensures that p ≤ (1⊗1)− (1⊗e0) = 1⊗ (1−e0),
and hence that (1 − e0) ∈ P. The minimality of em, then ensures that
em ≤ (1−e0). Since by assumption e0 ≤ em, the only way both statements
can be true, is if e0 = 0, which contradicts the assumption that e0 ̸= 0.
Thus as required, (1⊗ e0)p ̸= 0. □

The next result and the one that follows it, will prove to be very useful
when we get to the analysis of Orlicz spaces.
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Theorem 4.21 ([HLP29]). Let f, g be non-negative Borel measurable
functions on [0,∞) which are finite almost everywhere. Then the following
are equivalent:

(i)
∫ t

0 f(s) ds ≤
∫ t

0 g(s) ds for all t > 0;
(ii) any non-negative, non-decreasing, convex function Ψ : [0,∞) →

[0,∞], which is neither identically zero nor infinite valued on
(0,∞), and which is continuous on [0, bΨ], satisfies the inequality∫ t

0 Ψ(f(s)) ds ≤
∫ t

0 Ψ(g(s)) ds for all t > 0. (Note that Ψ may be
infinite-valued at bΨ.)

Proof. Hardy, Littlewood and Polya [HLP29] (see also [HLP88,
§249]) proved that on a bounded interval [0, a], one has that

∫ t
0 f(s) ds ≤∫ t

0 g(s) ds for all t ∈ [0, a] if and only if
∫ a

0 Ψ(f(s)) ds ≤
∫ a

0 Ψ(g(s)) ds
for any convex and continuous function Ψ on [0, a]. (They actually used
a different criterion to (i) above, but their criterion can be seen to be
equivalent to the one stated here. See Exercise 1 of [BS88, Chapter 2].)
However for our purposes we need to know that the claims in [HLP29]
hold for functions on the half-line. The thrust of the proof will then be
the verification of this extension.

First assume that Ψ is finite-valued on all of [0,∞). For any fixed
r > 0, criterion (i) of course holds for any 0 < t ≤ r. So by the Hardy, Lit-
tlewood, Polya result applied to the interval [0, r], we have

∫ r
0 Ψ(f(s)) ds ≤∫ r

0 Ψ(g(s)) ds. Since r > 0 was arbitrary, we are done. It now remains to
show that the (ii) still holds if Ψ is infinite-valued on part of (0,∞). We
may therefore pass to the case where bΨ < ∞. Observe that on replac-
ing Ψ with t 7→ Ψ(t) − Ψ(0), we may without loss of generality assume
that Ψ(0) = 0. Since Ψ is convex, we know that it is left-differentiable at
all points of (0, bΨ). In fact this left-derivative ψ turns out to be a left-
continuous non-negative non-decreasing function on [0, bΦ). On defining ψ
to be infinite valued on (bΨ,∞), it follows that Φ(t) =

∫ t
0 ψ(s) ds for all

t > 0 (see §1.3 & 1.6 of [NP06]). Now select a sequence (tn) ⊆ (0, bΨ)
increasing to bΨ, and define ψn by

ψn(t) =


ψ(t) for all 0 ≤ t ≤ tn
ψ(tn) for all tn ≤ t ≤ bΨ
exp(n(t− bΨ))ψ(tn) for all t > bΨ

On setting Ψn(t) =
∫ t

0 ψn(s) ds it is an exercise to see that each Ψn is
finite-valued on all of (0,∞). From what we have already proved, we then
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have that
∫ t

0 Ψn(f(s)) ds ≤
∫ t

0 Ψn(g(s)) ds for all t > 0 and all n. Now
observe that for any fixed t > 0, the sequence (ψn(t)) will by construc-
tion monotonically increase to ψ(t). We may therefore use the monotone
convergence theorem to see that limn→∞ Ψn(t) = limn→∞

∫ t
0 ψn(s) ds =∫ t

0 ψ(s) ds = Ψ(t). Since by construction the sequence (Ψn) is itself increas-
ing, we may now once again use the monotone convergence theorem to see
that

∫ t
0 Ψ(f(s)) ds = limn→∞

∫ t
0 Ψn(f(s)) ds ≤ limn→∞

∫ t
0 Ψn(g(s)) ds =∫ t

0 Ψ(g(s)) ds for any t > 0. Thus (ii) holds in general. □

4.4 Integral inequalities and
Monotone Convergence Theorem

The proof of the following result illustrates how the reduction de-
scribed in the Proposition 4.20 may be used in practice.

Theorem 4.22. Let a, b ∈ M̃ be given and let Φ be a convex function
Φ of the type described in the preceding theorem. Then the following holds:

•
∫ t

0 ma+b(s) ds ≤
∫ t

0 ma(s) +
∫ t

0 mb(s) for any t > 0;
• for any convex function Φ of the type described in the preceding

theorem, we have that∫ t

0
Φ(ma+b(s)) ds ≤

∫ t

0
Φ(ma(s) + mb(s)) ds for all t ∈ (0,∞].

Proof. We observe that for t ∈ (0,∞) the second claim will follow
from the first on setting f(s) = ma+b(s)χ[0,t](s) and g(s) = (ma(s) +
mb(s))χ[0,t](s) in the preceding theorem. The case t = ∞ will then follow
by letting t → ∞. It therefore remains to prove the first claim. It is
clear from Proposition 4.20 that we may assume that M has no minimal
projections. This observation then gives us access to Proposition 4.19.
With this fact in mind, let e ∈ M be a projection with τ(e) ≤ t. Now
use Lemma 4.2 to select partial isometries u and v so that |f + g| ≤
u|f |u∗ + v|g|v∗.

We may now apply Proposition 4.19 to see that
τ(e|f + g|e) ≤ τ(eu|f |u∗e) + τ(ev|g|v∗e)

≤
∫ t

0
mu|f |u∗(s) ds+

∫ t

0
mv|g|v∗(s) ds

≤
∫ t

0
mf (s) ds+

∫ t

0
mg(s) ds.
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To conclude the proof we once again use Proposition 4.19 to see that taking
the supremum over all projections e with τ(e) ≤ t, yields the required
conclusion. □

We are now ready to describe the topology of convergence in measure
in terms of decreasing rearrangements.

Proposition 4.23. The basic neighbourhoods of 0 of the topology of
convergence in measure on M̃, are given by N (ϵ, δ) = {g ∈ M̃ : mg(δ) ≤
ϵ} where ϵ, δ > 0. Hence given a net (fα) ⊆ M̃ and f ∈ M̃, we have
that fα → f in the topology of convergence in measure if and only if
mf−fα(t) → 0 for every t > 0.

Proof. If g ∈ N (ϵ, δ) then by definition there exists a projection
e ∈ M such that τ(1 − e) ≤ δ and ∥fe∥ ≤ ϵ. But then mg(δ) ≤ ϵ by
Definition 4.1.

Conversely suppose that mg(δ) ≤ ϵ, and consider the projection e =
χ[0,ρδ](|g|), where ρδ = mg(δ). We then clearly have that ∥ge∥ = ∥, |g|e∥ ≤
mg(δ) ≤ ϵ. It moreover follows from Proposition 4.7 that the projection e
satisfies τ(1− e) = τ(χ(ρδ,∞)(|g|)) = dg(mg(δ)) ≤ δ. But then g ∈ N (ϵ, δ)
as required. □

Proposition 4.24. Let f ∈ M̃ be given. Then the following are
equivalent:

(i) df (s) < ∞ for all s > 0;
(ii) mf (t) → 0 as t → ∞;
(iii) there exists a sequence (fn) ⊆ M̃ with τ(s(fn)) < ∞ for each n,

converging to f in the topology of convergence in measure.

Proof. (i) ⇒ (iii) : Let f ∈ M̃ be given with df (s) < ∞ for all s > 0,
and let |f | =

∫∞
0 λ deλ(|f |) be the spectral resolution of |f |. If f = u|f |

is the polar decomposition of f , then clearly f = u
∫∞

0 λ deλ(|f |). Now
set fn = u

∫ n
1/n λ deλ(|f |) for each n ∈ N. For each n, the left support

projection of fn is just χ[1/n,n](|f |). By assumption τ(χ(s,∞)(|f |)) < ∞ for
any 0 < s < 1/n, and hence τ(χ[1/n,n](|f |)) < ∞ as required.

Next set en = χ(n,∞)(|f |). The τ -measurability of f ensures that
τ(en) = df (n) → 0 as n → ∞. In addition

∥(f − fn)(1− en)∥ = ∥u
∫ 1/n

0
λ deλ(|f |)∥ ≤ 1

n
.
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Hence as required, (fn) converges to f in measure.

(iii) ⇒ (ii) : Assume that (iii) holds. Given ϵ > 0, we may then apply
Proposition 4.23 to select n0 so that mf−fn(1) < ϵ for all n ≥ n0. Since
by Corollary 4.11 mfn0

(t) = 0 for all t > τ(s(fn0)), it now follows that

mf (t) ≤ mfn0
(t− 1) + mf−fn0

(1) ≤ ϵ for all t > τ(s(fn0)) + 1.

Thus (ii) follows.

(ii) ⇒ (i) : Suppose that (ii) holds, and let ϵ > 0 be given. Select t0 >
0 such that mf (t0) ≤ ϵ. Using the fact that s 7→ df (s) is non-increasing,
we may then conclude from Proposition 4.7 that df (ϵ) ≤ df (mf (t0)) ≤
t0 < ∞. □

The following useful Fatou-like lemma was proved in [Kos84b].

Lemma 4.25. Let (fn) ⊆ M̃ be a sequence converging to f ∈ M̃ in the
topology of convergence in measure. Then

(i) mf (t) ≤ lim infn→∞ mfn(t) for all t > 0;
(ii) mf (t) = limn→∞ mfn(t) if either s 7→ mf (s) is continuous at

s = t, or mfn ≤ mf for all n.

Proof. (i): Let ϵ > 0 be given. On observing that mf (t + ϵ) ≤
mfn(t)+mf−fn(ϵ), we may apply Proposition 4.23 to see that mf (t+ϵ) ≤
lim infn→∞ mfn(t). Since this holds for any ϵ > 0, it follows from the right-
continuity of t 7→ mf (t) that mf (t) ≤ lim infn→∞ mfn(t) as required.

(ii): Given t > 0 select ϵ > 0 with ϵ < t. Arguing as before we
firstly note that mfn(t) ≤ mf (t− ϵ)+mfn−f (ϵ), and then use Proposition
4.23 to conclude from this that lim supn→∞ mfn(t) ≤ mf (t− ϵ). If indeed
s 7→ mf (s) is continuous at s = t, letting ϵ decrease to 0 yields the
conclusion that lim supn→∞ mfn(t) ≤ mf (t). On combining this inequality
with what we have proved in part (i), it follows that limn→∞ mfn(t) exists
and equals mf (t). The second claim easily follows from part (i). □

The above Fatou-lemma yields the following analogue of the Monotone
Convergence theorem.

Theorem 4.26. Let (fn) ⊆ M̃ be a sequence of positive operators
converging to f ∈ M̃ in the topology of convergence in measure. Then

(i) (Fatou’s lemma) τ(f) ≤ lim infn→∞ τ(fn);
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(ii) (Monotone convergence) τ(f) = limn→∞ τ(fn) whenever mfn ≤
mf for all n.

Proof. (i): We may use the above lemma alongside the usual Fatou’s
lemma to conclude that

τ(f) =
∫ ∞

0
mf (t) dt

≤
∫ ∞

0
lim inf
n→∞

mfn(t) dt

≤ lim inf
n→∞

∫ ∞

0
mfn(t) dt

= lim inf
n→∞

τ(fn).

(ii): The fact that τ(fn) =
∫∞

0 mfn(t) dt ≤
∫∞

0 mf (t) dt = τ(f) for
each n ∈ N, ensures that lim supn→∞ τ(fn) ≤ τ(f). Considered alongside
part (i), this inequality in turn ensures that limn→∞ τ(fn) exists and equals
τ(f). □



CHAPTER 5

Lp and Orlicz spaces for semifinite algebras

We will here use the technology of decreasing rearrangement to develop
a comprehensive theory of Lp-spaces for tracial semifinite algebras, before
finally indicating how that theory may be extended to allow for a theory
of noncommutative Orlicz spaces.

5.1 Lp-spaces for von Neumann algebras with a trace

5.1.1 Definition and (p-)normability

We start with

Definition 5.1. Given 0 < p < ∞, we define the space Lp(M, τ) to
be the set of all f ∈ M̃ satisfying τ(|f |p) < ∞. The (p-)norm on such
an Lp is defined to be ∥f∥p = τ(|f |p)1/p. In the case p = ∞, we define
L∞(M, τ) to be M itself.

Our first task is to show that each Lp(M, τ) is a well-defined Banach
space when p ≥ 1, and a complete p-normed space when 0 < p < 1.
For the case p = ∞, there is of course nothing to prove. We start our
analysis by proving a very general noncommutative version of Hölder’s
inequality. Here the Weyl-type inequality established in part (ii) of the
following theorem, proves to be crucial. Given f ∈ M̃, we formally define
the quantity ∆t(f) by

∆t(f) = exp
(∫ t

0
log(mf (s)) ds

)
t > 0.

In order to ensure the well-definiteness of this quantity, we will restrict
our analysis of this quantity to the class of all f ∈ M̃ for which there
exists some α > 0 and C > 0 for which mf (t) < Ct−α for all t > 0. We
write L (M̃) for this class. It is an interesting exercise to use Proposition
4.12 to prove that this class is closed under finite sums and products. In
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addition any f ∈ M̃ for which τ(|f |p) < ∞ for some 0 < p < ∞, is in this
class. To see this, observe that for such an f we have that

mf (t) = (m|f |p(t))1/p ≤
(1
t

∫ t

0
m|f |p(s) ds

)1/p

≤ t−1/p
(∫ ∞

0
m|f |p(s) ds

)1/p
= t−1/pτ(|f |p)1/p

for all t > 0.

Theorem 5.2. Let f, g ∈ M̃ be given.
(i) Let p, q, r > 0 be given. If 1

r = 1
p + 1

q , then ∥fg∥r ≤ ∥f∥p∥g∥q.
(ii) If in fact f, g ∈ L (M̃), we have that ∆t(fg) ≤ ∆t(f)∆t(g) for

any t > 0.
(iii) If F : [0,∞) → R is a function for which F ◦ exp is continuous,

convex and non-decreasing, we have that∫ t

0
F (mfg(s)) ds ≤

∫ t

0
F (mf (s)mg(s)) ds

for any f, g ∈ L (M̃).

We will first prove (ii) for the case where f, g ∈ M, then show how
the general version of (ii) may be deduced from this case, before finally
deducing the general versions of (i) and (iii) from (ii). We will need the
following technical result regarding the holomorphic functional calculus.
A proof may be found in [FK52].

Lemma 5.3. Let M be a von Neumann algebra equipped with a finite
faithful normal trace. Let F be an analytic function defined on some do-
main Λ in the complex plane, bounded by a curve Γ, and let t 7→ x(t)
(0 ≤ t ≤ 1) be a norm-differentiable family of invertible operators in M,
such that the spectrum of each x(t) lies in Λ. Then F (x(t)) is differentiable
with respect to t on (0, 1), and

τ

(
d

dt
F (x(t))

)
= τ

(
dF (x(t))

dt
· x′(t)

)
.

We gather some technical facts regarding rearrangements, before start-
ing the actual proof of Theorem 5.2.

Lemma 5.4. Let f ∈ M̃ be given.
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(i) If f ≥ 0, then mf+ϵ(t) = mf (t) + ϵ for any t < τ(1) and any
ϵ > 0.

(ii) Given a projection e ∈ M with τ(e) < ∞, we have that me
|fe| =

m|fe|, where me denotes the decreasing rearrangement of |fe|
with respect to the von Neumann algebra eMe.

Proof. Part (i): Given s ≥ 0, it follows from the Borel functional
calculus that χ(s+ϵ,∞)(f + ϵ1) = χ(s,∞)(f). It then clearly follows that
df (s) = d(f+ϵ1)(s + ϵ) for all s > 0, with d(f+ϵ1)(r) = τ(1) if 0 < r < ϵ.
Therefore in the case where 0 < t < τ(1), we will have that

mf (t) = inf{s > 0: df (s) ≤ t}
= inf{s > 0: d(f+ϵ1)(s+ ϵ) ≤ t}
= inf{r > ϵ : d(f+ϵ1)(r) ≤ t} − ϵ (set r = s+ ϵ)
= inf{r > 0: d(f+ϵ1)(r) ≤ t} − ϵ

= m(f+ϵ1)(t) − ϵ.

Part (ii): Observe that |fe| commutes with e, and that |fe|(1−e) = 0.
If now we apply the Borel functional calculus to the commutative von
Neumann algebra generated by e and the spectral projections of |fe|, it
follows that χ(s,∞)(|fe|) ≤ e for all s > 0. In other words each such
χ(s,∞)(|fe|) belongs to eMe. We therefore clearly have that de|fe|(s) =
d|fe|(s) for all s > 0, where de|fe| denotes the distribution computed with
respect to the compression eMe. This fact suffices to prove the claim. □

Lemma 5.5. Let f ∈ L (M̃) be given with f ≥ 0. If M has no minimal
projections, we may select an abelian von Neumann subalgebra M1 of M
so that

• M1 contains all the spectral projections of f ,
• τ is semifinite on M1, and
• M1 also has no minimal projections.

Proof. Let f ∈ L (M̃) be given with f ≥ 0. By definition of the class
L (M̃) we can find C > 0 and α > 0 so that mf (t) < Ct−α for all t > 0.
But then each χ(s,∞)(f) (s > 0) must have finite trace by Proposition 4.24.
Write e0 for χ(0,∞)(f). The trace τ must therefore be semifinite on the
commutative subalgebra of e0Me0 containing these spectral projections.
It is a fairly straighforward exercise to see that the trace will still be
semifinite on any randomly selected maximal abelian subalgebra M0 of
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e0Me0, containing the former commutative subalgebra. (This follows from
the fact that for any non-zero subprojection e of e0, there must be some
s > 0 for which the subprojection e ∧ χ(s,∞)(f) of e is non-zero.) In
addition M0 has no minimal projections by Proposition 4.9.

Finally observe that we may use part (c) of Proposition 4.9, to select an
abelian subalgebra Mc of (1− e0)M(1− e0) on which τ is still semifinite.
The algebra we seek is then M1 = M0 ⊕ Mc. □

Proof of Theorem 5.2. The first fact we note, is that we may with-
out loss of generality assume that M has no minimal projections (see
Proposition 4.20.)

Phase 1 of the proof of part (ii) (bounded case): Let f, g ∈ M be
given. We first consider the case where f, g ≥ 0, and τ(1) < ∞. For each
t ∈ [0, 1] set

x(t) = exp(t log(g + ϵ1))̄·(f + ϵ1)2̄· exp(t log(g + ϵ1)),
where ϵ > 0 is arbitrary. We may then apply Lemma 5.3 to see that

τ

(
d

dt
log(x(t))

)
= τ(x(t)−1x′(t))

= τ(x(t)−1(log(g + ϵ1)̄·x(t) + x(t)̄· log(g + ϵ1)))
= 2τ(log(g + ϵ1))

But then

2τ(log(g + ϵ1)) =
∫ 1

0
τ

(
d

dt
log(x(t))

)
dt

= τ(log(x(1))) − τ(log(x(0)))
= τ(log((g + ϵ1)(f + ϵ1)2(g + ϵ1))) − τ(log((f + ϵ1)2)).

We may rewrite this last equality as
τ(log(|(f + ϵ1)(g + ϵ1)|)) = τ(log(f + ϵ1)) + τ(log(g + ϵ1)).

Since by assumption τ(1) < ∞, we may use log-rules and Corollary 4.14
to see that

τ(log(f + ϵ1)) = τ(log((f/ϵ) + 1)) + log(ϵ)τ(1)

=
∫ τ(1)

0
log(m(f/ϵ)(s) + 1) ds+ log(ϵ)τ(1)

=
∫ τ(1)

0
log(mf (s) + ϵ) ds.
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A similar claim obviously also holds for τ(log(g+ ϵ1)). If we combine this
with what we have just shown, it then follows that for any ϵ > 0, we have
that

τ(log(|(f + ϵ1)(g + ϵ1)|)) =
∫ τ(1)

0
(log(mf (s) + ϵ) + log(mg(s) + ϵ) ds

Now pass to the general case where τ(1) = ∞ is allowed. Let ϵ > 0
be given. Notice that |(f + ϵ1)(g + ϵ1)|2 = (g + ϵ1)(f + ϵ1)2(g + ϵ1) ≥
ϵ2(g + ϵ1)2 ≥ ϵ41. Thus |(f + ϵ1)(g + ϵ1)| is of the form p+ ϵ21 for some
p ∈ M+. It then follows from Proposition 4.19 and Lemma 5.4, that

sup{τ(e(log |(f + ϵ1)(g + ϵ1)|)e) : e ∈ P(M), τ(e) = t}
= sup{τ(e(log |(p+ ϵ21)|)e) : e ∈ P(M), τ(e) = t}
= sup{τ(e(log |(p/ϵ2 + 1)|)e) : e ∈ P(M), τ(e) = t} + t log(ϵ2)

=
∫ t

0
[log(mp(s)/ϵ2 + 1] ds+ t log(ϵ2)

=
∫ t

0
log(mp(s) + ϵ2) ds

=
∫ t

0
log(m(f+ϵ1)(g+ϵ1)(s)) ds

It is a straightforward exercise to see that |(f + ϵ1)(g + ϵ1)|2 − ϵ4 =
(g + ϵ1)(f + ϵ1)2(g + ϵ1) − ϵ4 is a linear combination of finite products
of elements of L (M̃), and hence itself an element of L (M̃). Thus by
Remark 4.8 and Lemma 5.5, there exists an abelian subalgebra M1 of M
containing all the spectral projections, on which τ is still semifinite, and
which contains no minimal projections. In terms of the formula for com-
puting

∫ t
0 log(m(f+ϵ1)(g+ϵ1)(s)) ds that we have just verified, this means

that we may restrict attention to projections e with τ(e) = t, which com-
mute with |(f + ϵ1)(g + ϵ1)|. Let e be such a projection. Then of course
e(log |(f+ϵ1)(g+ϵ1)|)e = e(log |(f+ϵ1)(g+ϵ1)e|)e. Now by construction
s(|(f + ϵ1)(g + ϵ1)e|) ≤ e. If (f + ϵ1)(g + ϵ1)e = u|(f + ϵ1)(g + ϵ1)e| is
the polar decomposition of (f + ϵ1)(g + ϵ1)e, this means that

|(f + ϵ1)(g + ϵ1)e| = e|(f + ϵ1)(g + ϵ1)e| = eu∗(f + ϵ1)(g + ϵ1)e.

Now let (g + ϵ1)e = v|(g + ϵ1)e| be the polar decomposition of (g + ϵ1)e.
On similarly using the fact that s(|(g + ϵ1)e|) ≤ e, we may rewrite the
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above equality in the following way:
|(f + ϵ1)(g + ϵ1)e| = eu∗(f + ϵ1)(g + ϵ1)e = e[u∗(f + ϵ1)v]e|(g + ϵ1)e|.
An application of the technology we developed for the case τ(1) < ∞ to
the compression eMe, now shows that

τ(e(log |(f + ϵ1)(g + ϵ1)|)e)
= τ(e(log |(f + ϵ1)(g + ϵ1)e|)e)
= τ(e(log |e[u∗(f + ϵ1)v]e|(g + ϵ1)e|)e)
= τ(e(log |e[u∗(f + ϵ1)v]e|)e) + τ(e(log |(g + ϵ1)e|)e)

=
∫ τ(e)

0
log(me

e[u∗(f+ϵ1)v]e(s)) ds+
∫ τ(e)

0
log(me

|(g+ϵ1)e|(s) ds

By Lemma 5.4 this in turn ensures that
τ(e(log |(f + ϵ1)(g + ϵ1)|)e)

=
∫ t

0
log(me[u∗(f+ϵ1)v]e(s)) ds+

∫ t

0
log(m|(g+ϵ1)e|(s)) ds

≤
∫ t

0
log(mf (s) + ϵ)) ds+

∫ t

0
log(mg(s) + ϵ) ds.

If now we take the supremum over all projections e commuting with
|(f + ϵ1)(g + ϵ1)| for which τ(e) = t, it follows that∫ t

0
log m(f+ϵ1)(g+ϵ1)(s) ds ≤

∫ t

0
log(mf (s) + ϵ)) ds+

∫ t

0
log(mg(s) + ϵ) ds.

Observe that for any two bounded positive elements f , g of M, we may
use log-rules to write the inequality proven above as the claim that∫ t

0
log m(ϵ−1f+1)(ϵ−1g+1)(s) ds

≤
∫ t

0
log(ϵ−1mf (s) + 1)) ds+

∫ t

0
log(ϵ−1mg(s) + 1) ds

for all ϵ > 0. Given r > 0, we may then apply Theorem 4.21 to the fact
that tr ◦ exp is convex and increasing on R, to conclude that∫ t

0
mr

(ϵ−1f+1)(ϵ−1g+1)(s) ds ≤
∫ t

0
(ϵ−1mf (s) + 1)r(ϵ−1mg(s) + 1)r ds

or equivalently that∫ t

0
mr

(f+ϵ1)(g+ϵ1)(s) ds ≤
∫ t

0
(mf (s) + ϵ)r(mg(s) + ϵ)r ds
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for all ϵ > 0. Observe that m(f+ϵ1)(g+ϵ1) ≥ mf(g+ϵ1) since |(f + ϵ1)(g +
ϵ1)| ≥ |f(g + ϵ1)|. Similarly m(g+ϵ1)f ≥ mgf . So since (gf)∗ = fg and
[(g + ϵ1)f ]∗ = f(g + ϵ1), we have that mf(g+ϵ1) ≥ mfg, and hence that
m(f+ϵ1)(g+ϵ1) ≥ mfg. It therefore follows that∫ t

0
mr
fg(s) ds ≤

∫ t

0
(mf (s) + ϵ)r(mg(s) + ϵ)r ds

for all ϵ > 0, and hence that∫ t

0
mr
fg(s) ds ≤

∫ t

0
(mf (s)mg(s))r ds.

For general possibly non-positive elements f and g of M, we observe that
|fg| = |fu|g| | = | |fu|.|g| |, where g = u|g| is the polar decomposition of g.
Using what we have just verified, it will then follow that

∫ t
0 mr

fg(s) ds =∫ t
0 log mr

|fu| |g|(s) ds ≤
∫ t

0(m|fu|(s)m|g|(s))r ds ≤
∫ t

0(mf (s)mg(s))r ds.
Phase 2 of the proof of part (ii) (general case): We proceed with using

what we have just verified, to prove the general version of (ii). We now
modify the technique used in the proof of Proposition4.24 to show that
claim (ii) follows from the inequality proved above for bounded elements.
Let f, g ∈ L (M) be given, and let |f | =

∫∞
0 λ deλ(|f |) be the spectral

resolution of |f |. If f = u|f | is the polar decomposition of f , then clearly
f = u

∫∞
0 λ deλ(|f |). Now set fn = u

∫ n
0 λ deλ(|f |) for each n ∈ N. Each fn

will clearly be bounded, with |fn| ≤ |f | for each n (so also mfn ≤ mf ). We
proceed to show that fn → f in measure as n → ∞. For each n, the left
support projection of fn is just χ[0,n](|f |). On writing en = χ(n,∞)(|f |),
the τ -measurability of f ensures that τ(en) = d|f |(n) → 0 as n → ∞.
In addition by construction ∥(f − fn)(1 − en)∥ = 0. Hence as required,
(fn) converges to f in measure. We may similarly construct a sequence
(gn) ⊆ M such that gn → g in measure with mgn ≤ mg for all n. Of
course then also fngm → fgm in measure as n → ∞, with mfngm ≤ mfgm

for all n and m. It is now an easy exercise to see that we may then use
Theorem 4.26 to conclude that∫ t

0
mr
fgm

(s) ds = lim
n→∞

∫ t

0
mr
fngm

(s) ds

≤ lim
n→∞

∫ t

0
mr
fn

(s)mr
gm

(s) ds

=
∫ t

0
mr
f (s)mr

gm
(s) ds.
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Again by Theorem 4.26, now taking the limit as m → ∞, yields∫ t
0 mr

fg(s) ds ≤
∫ t

0 mr
f (s)mr

g(s) ds. Using the known fact that

exp(t−1
∫ t

0
log |w(s)| ds) = lim

r↘0

[
t−1

∫ t

0
|w(s)|r ds

]1/r

if
∫ t

0 |w(s)|r ds < ∞ for some r > 0 (see for example exercise 5 of [Rud74,
Chapter 3]), it now follows from the above that

∆t(fg) = exp(
∫ t

0
log(mfg(s)) ds)

≤ exp(
∫ t

0
log(mf (s)mg(s)) ds)

= ∆t(f)∆t(g),

as required.
Proof of parts (iii) & (i): By part (ii) we know that

∫ t
0 log(mfg(s)) ds ≤∫ t

0 log(mf (s)mg(s)) ds. Thus to see that (iii) holds, we simply need to con-
sider this fact alongside Theorem 4.21. Finally let p, q, r > 0 be given.
Hölder’s inequality clearly holds if one of ∥f∥p or ∥g∥q is 0. On assum-
ing both to be nonzero, the inequality will then similarly hold if one of
∥f∥p or ∥g∥q is infinite. Hence we may assume that both are finite. But
then f, g ∈ L (M). It then follows from part (iii) that (

∫ t
0 mr

fg(s) ds)1/r ≤
(
∫ t

0(mf (s)mg(s))r ds)1/r for any t > 0. On letting t → ∞ and applying
the classical Hölder inequality, we have that

∥fg∥r =
(∫ ∞

0
mr
fg(s) ds

)1/r
≤
(∫ ∞

0
mp
f (s) ds

)1/p
·
(∫ ∞

0
mq
g(s) ds

)1/q

= ∥f∥p · ∥g∥q,

as required. □

The proof of a noncommutative Minkowski inequality, is a lot more
straightforward than was the case for Hölder’s inequality.

Theorem 5.6. Let f, g ∈ M̃ be given. For any 1 ≤ p < ∞, we then
have that ∥f + g∥p ≤ ∥f∥p + ∥g∥p.

Proof. For this result the hard work was done in Theorem 4.22. To
see that the stated claim holds, simply apply that theorem to the function
t 7→ tp, to see that

∫ t
0 mf+g(s)p ds ≤

∫ t
0(mf (s) + mg(s))p ds for any t > 0.
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If now we let t → ∞ and apply the usual Minkowski inequality, we will
have that(∫ ∞

0
mf+g(s)p ds

)1/p
≤

(∫ ∞

0
(mf (s) + mg(s))p ds

)1/p

≤
(∫ ∞

0
mf (s)p ds

)1/p
+
(∫ ∞

0
mg(s)p ds

)1/p
.

By Proposition 4.13, this boils down to the statement that (τ(|f+g|p)1/p ≤
τ(|f |p)1/p + τ(|g|p)1/p. □

We next start the process of proving that ∥·∥p is a p-norm if 0 < p < 1.
This requires some careful preparation.

Lemma 5.7. Let f be a positive element of M̃, u ∈ M a contraction,
and F : [0,∞) → [0,∞] a positive non-decreasing function with F (0) = 0,
which is continuous on the interval [0, bF ] where bF = sup{t > 0: F (t) <
∞}. Then

• if F is convex we have that F ◦ mufu∗ = mF (ufu∗) ≤ muF (f)u∗

whenever F (f) is again τ -measurable,
• and F ◦ mufu∗ = mF (ufu∗) ≥ muF (f)u∗ if F is concave.

Note that it is only in the convex case that bF can be finite.

The proof relies on the classical fact that a convex function of the type
described above, is of the form F (t) = supγ∈Γ(cγt+dγ) for some collection
of affine linear functions where dγ ≤ 0 for each γ, with a concave function
of the above type of the form F (t) = infγ∈Γ(cγt + dγ) where in this case
dγ ≥ 0 for each γ.

Proof. We prove only the first claim. The second can be proven
by appropriately modifying the current proof. Hence let F be a convex
function of the type described above and let f ∈ M̃ be given with F (f)
again τ -measurable. Suppose that M acts on the Hilbert space H. For
each unit vector ξ ∈ H and each γ ∈ Γ, we then have that

⟨uF (f)u∗ξ, ξ⟩ ≥ ⟨u(cγf + dγ)u∗ξ, ξ⟩
= ⟨cγufu∗ξ, ξ⟩ + dγ∥u∗ξ∥2

≥ ⟨cγufu∗ξ, ξ⟩ + dγ

= ⟨(cγufu∗ + dγ1)ξ, ξ⟩
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since dγ ≤ 0. Now take the supremum over γ to see that ⟨uF (f)u∗ξ, ξ⟩ ≤
⟨F (ufu∗)ξ, ξ⟩ for each ξ ∈ H. This in particular shows that if uF (f)u∗

is bounded on a subspace of H, then so is F (ufu∗). Since uF (f)u∗ is
τ -measurable, the same must therefore be true of F (ufu∗). The fact that
F ◦ mufu∗ = mF (ufu∗) therefore follows from earlier results (Proposition
4.12.)

Now observe that for any g ∈ M̃, the formula for the decreasing
rearrangement in Definition 4.1 may be expressed in the form

mg(t) = inf
e∈P(M),τ(1−e)≤t

[
sup

ξ∈e(H),∥ξ∥=1
∥gξ∥

]
.

In the case where g ≥ 0, this formula may be rewritten as

m√
g(t) = inf

e∈P(M),τ(1−e)≤t

[
sup

ξ∈e(H),∥ξ∥=1

√
⟨gξ, ξ⟩

]
.

If we apply this fact to the above inequality, it is clear that we must then
have that m√

uF (f)u∗ ≥ m√
F (ufu∗). Squaring both sides, now yields the

fact that muF (f)u∗ ≥ mF (ufu∗). as required. Given that F ◦ mufu∗ =
mF (ufu∗), this proves the claim. □

We are now finally ready to prove that in the case 0 < p < 1, the
Lp(M, τ)-spaces are p-normed spaces. This fact follows from part (i) of
the following theorem applied to the function t 7→ tp.

Proposition 5.8. Let f, g ∈ M̃ be given. Also let F : [0,∞) → [0,∞]
be a positive non-decreasing function with F (0) = 0 which is continuous
on the interval [0, bF ] where bF = sup{t > 0: F (t) < ∞}, and let a, b ∈ M
be given with a∗a+ b∗b ≤ 1.

(i) Let F be concave. If f, g are positive, then ma∗F (f)a+b∗F (f)b ≤
mF (a∗fa+b∗fb), so that τ(a∗F (f)a) + τ(b∗F (g)b) ≤ τ(F (a∗fa +
b∗gb)). For general f and g, we have τ(F (|f + g|)) ≤ τ(F (|f |))+
τ(F (|g|)).

(ii) Let F be convex. If f, g are positive, then ma∗F (f)a+b∗F (f)b ≥
mF (a∗fa+b∗fb) whenever F (f) and F (g) are again τ -measurable,
whence τ(a∗F (f)a) + τ(b∗F (g)b) ≤ τ(F (a∗fa + b∗gb)). If f and
g are positive, we have τ(F (f + g)) ≥ τ(F (f)) + τ(F (g)).

Proof. Both proofs run along similar lines, and hence we will only
prove part (i). To prove the first claim of part (i), we pass to the von
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Neumann algebra M⊗M2(C) of 2 × 2 matrices of elements of M. In this
algebra positive elements are of the form [ a c

c∗ b ], where a, b ∈ M+. It is
a semifinite algebra, with the prescription τ̃ ([ a c

c∗ b ]) = τ(a + b) defining
a faithful normal semifinite trace. Given a, b ∈ M with a∗a+b∗b ≤ 1, it is
now an easy exercise to see that

[
a 0
b 0
]

is a contraction. Hence for any two
positive elements f, g of M̃, we may apply Lemma 5.7 to the pair

[
a 0
b 0
]

and
[
f 0
0 g

]
, to see that

m
([

a∗F (f)a+ b∗F (g)b 0
0 0

])
≤ m

([
F (a∗fa+ b∗gb) 0

0 0

])
.

These decreasing rearrangements are of course with respect to τ̃ . However
for any h ∈ M̃+, on writing m(h) for

[
h 0
0 0
]
, it is an easy exercise to see

that

dm(h)(s) = τ̃

(
χ(s,∞)

([
h 0
0 0

]))
= τ̃

[
χ(s,∞)(h) 0

0 0

]
= τ(χ(s,∞)(h))
= dh(s)

Thus by Proposition 4.7, the above inequality may be rephrased as

ma∗F (f)a+b∗F (g)b ≤ mF (a∗fa+b∗gb).

We will prove the second claim in two stages. First suppose that f, g ∈
M̃ are positive. It then follows from Proposition 2.65 that there exist
contractions cf , cg ∈ M+ supported on s(f + g), so that (f + g)1/2cf (f +
g)1/2 = f and (f+g)1/2cg(f+g)1/2 = g. Since (f+g)1/2(cf+cg)(f+g)1/2 =
f + g, we must have that cf + cg = s(f + g). Since |c1/2

f (f + g)1/2| = f1/2

and |c1/2
g (f + g)1/2| = g1/2, we may select partial isometries uf and ug so

that for a = ufc
1/2
f and b = ugc

1/2
g , we have that a(f + g)1/2 = f1/2 and

b(f + g)1/2 = g1/2. By construction a and b satisfy a∗a + b∗b = s(f + g).
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We may therefore apply what we have just proven, to see that
τ(F (f)) + τ(F (g)) ≥ τ(F (a(f + g)a∗)) + τ(F (b(f + g)b∗))

≥ τ(aF (f + g)a∗) + τ(bF (f + g)b∗)
= τ(F (f + g)1/2a∗aF (f + g)1/2) +

τ(F (f + g)1/2b∗bF (f + g)1/2)
= τ(F (f + g)1/2

s(f + g)F (f + g)1/2)
= τ(F (f + g)).

To see the validity of the last equality above, observe that on any interval
of the form [0, β] where β < ∞, the fact that F (0) = 0 ensures that
we may use the Stone-Weierstrass theorem to uniformly approximate

√
F

with polynomials with no constant term on that interval. For any such
polynomial p we have that p(f+g) = p((f+g)s(f + g)) = p(f+g)s(f+g)
on the subspace χ[0,β](f + g)(H). But then by the continuous functional
calculus F (f+g)1/2

s(f+g) = F (f+g)1/2 on the subspace χ[0,β](f+g)(H).
Hence we have that F (f+g)s(f+g) = F (f+g) as τ -measurable operators.

For general f, g ∈ M̃, we use Lemma 4.2 to select partial isometries
u, v ∈ M so that |f +g| ≤ u|f |u∗ +v|g|v∗. We may then use what we have
just proven, to see that

τ(F (|f + g|)) = τ(F (u|f |u∗ + v|g|v∗))
≤ τ(F (u|f |u∗)) + τ(F (v|g|v∗))

=
∫ ∞

0
mF (u|f |u∗)(s) ds+

∫ ∞

0
mF (v|g|v∗)(s) ds

=
∫ ∞

0
F (mu|f |u∗(s)) ds+

∫ ∞

0
F (mv|g|v∗(s)) ds

≤
∫ ∞

0
F (mf (s)) ds+

∫ ∞

0
F (mg(s)) ds

≤
∫ ∞

0
mF (f)(s) ds+

∫ ∞

0
mF (g)(s) ds

≤ τ(F (f)) + τ(F (g))
□

We pause to note the following easy corollary before concluding this
subsection with a preliminary investigation of the action of the trace on
L1(M, τ) and L2(M, τ), and of the bounded elements of Lp(M, τ) spaces.
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Theorem 5.9. Let f, g ∈ M̃ be given. For any non-decreasing con-
tinuous concave function F on [0,∞) with F (0) = 0, we have that∫ t

0
F (mf+g(s)) ds ≤

∫ t

0
F (mf (s)) ds+

∫ t

0
F (mg(s)) ds

for all t > 0.

Proof. As we have done many times before, we apply Proposition
4.20 to reduce the proof to the case where M has no minimal projec-
tions, thereby gaining access to Proposition 4.19. We firstly select partial
isometries u and v in M so that |f + g| ≤ u|f |u∗ + v|g|v∗. Next ob-
serve that on any interval of the form [0, β] where β < ∞, the fact that
F (0) = 0 ensures that we may use the Stone-Weierstrass theorem to uni-
formly approximate F with polynomials with no constant term. For any
such polynomial p we have that p(e|f + g|e) = ep(|f + g|)e on the sub-
space χ[0,β](|f + g|)(H). But then by the continuous functional calculus
eF (|f + g|)e = F (e|f + g|e) on the subspace χ[0,β](|f + g|)(H). Hence we
must have that eF (|f + g|)e = F (e|f + g|e) as τ -measurable operators.
Given any projection e ∈ M with τ(e) = t, we may then apply part (i) of
the preceding theorem, and Corollary 4.11, to see that
τ(eF (|f + g|)e) = τ(F (e|f + g|e))

≤ τ(F (eu|f |u∗e+ ev|g|v∗e))
≤ τ(F (eu|f |u∗e)) + τ(F (ev|g|v∗e))

=
∫ ∞

0
F (meu|f |u∗e(s)) ds+

∫ ∞

0
F (mev|g|v∗e(s)) ds

=
∫ t

0
F (meu|f |u∗e(s)) ds+

∫ t

0
F (mev|g|v∗e(s)) ds

≤
∫ t

0
F (m|f |(s)) ds+

∫ t

0
F (m|g|(s)) ds

=
∫ t

0
F (mf (s)) ds+

∫ t

0
F (mg(s)) ds

By Proposition 4.19 taking the supremum over all projections e with
τ(e) = t yields the conclusion. □

Remark 5.10. Given p > 0, it easily follows from Propositions 4.12
& 4.13 that ∥f∥p = ∥ |f | ∥p = ∥f∗∥p for any f ∈ Lp(M, τ). In addition for
any f ∈ Lp(M, τ), it will in the case p ≥ 1, follow from Theorem 4.22 and
what we have just noted, that τ(| Re(f)|p)1/p ≤ 1

2(∥f∥p + ∥f∗∥p) = ∥f∥p.



148 Lp spaces — semifinite case

In the case 1 > p > 0 we may replace Theorem 4.22 with Proposition 5.8 to
obtain the conclusion that τ(| Re(f)|p) ≤ 2−pτ(|f + f∗|p) ≤ 2−p(τ(|f |p) +
τ(|f∗|p∥p) = 21−pτ(|f |p). A similar conclusion clearly holds for Im(f).

Now let f ∈ Lp(M, τ) be self-adjoint, and consider the elements
f+ = fχ[0,∞)(f) and f− = −fχ(−∞,0)(f). Both f+ and f− are positive by
construction. Moreover since for any t > 0, mf± ≤ mf , it is clear from
Proposition 4.13 that τ((f±)p) ≤ τ(|f |p), and hence that f± ∈ Lp(M, τ).
In fact since by construction f+f− = 0, we have that |f |p = fp+ + fp−, and
hence that ∥f∥pp = ∥f+∥pp + ∥f−∥pp.

Proposition 5.11. • The canonical trace τ on M+ extends to a lin-
ear functional on L1(M, τ). In its action on L1(M, τ) we have
that τ(a) = τ(a∗) and |τ(a)| ≤ τ(|a|) for any a ∈ L1(M, τ).

• The space L2(M, τ) is an inner product space with the inner prod-
uct given by ⟨a, b⟩ = τ(b∗a) for all a, b ∈ L2(M, τ).

Proof. We start by proving the first two claims regarding L1(M, τ).
Given any self-adjoint element a of L1(M, τ), it is clear that a = a+ − a−
where a+ = aχ[0,∞)(a) and a− = −aχ(∞,0)(a). Both a+ and a− are positive
by construction, with a± ∈ L1(M, τ)by Remark 5.10. Now let p0 and p1
be any other two positive elements of L1(M, τ) for which a = p0 − p1.
Since then a+ + p1 = p0 + a−, an application of the trace reveals that
τ(a+) + τ(p1) = τ(a+ + p1) = τ(p0 + a−) = τ(p0) + τ(a−), and hence
that τ(a+) − τ(a−) = τ(p0) − τ(p1). Thus for any self-adjoint element
a ∈ L1(M, τ), we may uniquely define τ(a) to be τ(p0) − τ(p1) where p0
and p1 are any two positive elements of L1(M, τ) for which a = p0 − p1.

Now let b be another self-adjoint element of L1(M, τ) of the form
b = q0 − q1 where q0 and q1 are positive elements of L1(M, τ). Then by
definition τ(a + b) = τ(p0 + q0) − τ(p1 + q1) = [τ(p0) + τ(q0)] − [τ(p1) +
τ(q1)] = [τ(p0) − τ(p1)] + [τ(q0) − τ(q1)] = τ(a) + τ(b). We may similarly
use the fact that τ(αf) = ατ(f) for any α ≥ 0 and any f ∈ M̃+, to show
that for any a in the self-adjoint portion L1(M, τ)h of L1(M, τ), we have
τ(αa) = ατ(a) for any α ∈ R. Thus τ is real-linear on L1(M, τ)h.

Given a general element a ∈ L1(M, τ), it follows from Remark 5.10
that Re(a), Im(a) ∈ L1(M, τ). We therefore have that

L1(M, τ) = L1(M, τ)h + iL1(M, τ)h.

On defining τ(a) to be τ(a) = τ(Re(a)) + iτ(Im(a)), it is now an exercise
to see that this definition ensures that τ is complex-linear on L1(M, τ).
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From this definition, it is now clear that
τ(a) = τ(Re(a)) + iτ(Im(a)) = τ(Re(a)) − iτ(Im(a)) = τ(a∗).

We pass to proving the claims regarding L2(M, τ). It easily follows
from Theorem 5.2 that b∗a will belong to L1(M, τ) whenever a, b ∈ L2(M, τ).
Thus ⟨a, b⟩ = τ(b∗a) is well-defined. It follows from what we have already
proven that ⟨a, b⟩ = τ(b∗a) = τ((b∗a)∗) = τ(a∗b) = ⟨b, a⟩. All the other
properties of an inner product are easy to verify, including the fact that
⟨a, a⟩ = τ(|a|2) = ∥a∥2

2.
To prove the final claim regarding L1(M, τ), we will make use of the

Cauchy-Schwarz inequality for the inner product on L2(M, τ). Given any
x ∈ L1(M, τ), we may let a = |x|1/2u∗ and b = |x|1/2, where x = u|x|
is the polar form of x. It then clearly follows that ∥b∥2 = τ(|x|)1/2 and
that ∥a∥2 = ∥a∗∥2 = τ(|x|1/2u∗u|x|1/2)1/2 = τ(|x|)1/2. Thus we have that
a, b ∈ L2(M, τ), with |τ(x)| = |τ(u|x|)| = |τ(a∗b)| = |⟨b, a⟩| ≤ ∥b∥2∥a∥2 =
τ(|x|), as required. □

Proposition 5.12. For any 0 < p < 1, (Lp ∩ L∞)(M, τ) is dense
in Lp(M, τ). In the case 1 ≤ p < ∞, (L1 ∩ L∞)(M, τ) is a norm-dense
subspace of Lp(M, τ).

Proof. We first prove that (Lp ∩ L∞)(M, τ) is dense in Lp(M, τ)
for any 0 < p < ∞. To see this, it is enough to show that any pos-
itive element of Lp(M, τ) is in the closure of (Lp ∩ L∞)(M, τ). Given
f ∈ Lp(M, τ) with f ≥ 0, it follows from the normality of the trace
that τ(fp) = limn→∞ τ(fpχ[0,n](fp)) = supn∈N τ(fpχ[0,n](fp)). There-
fore limn→∞ τ((f − fχ[0,n](fp))p) = limn→∞ τ(fpχ(n,∞)(fp)) = 0. Since
∥fχ[0,n](fp)∥∞ ≤ n1/p, we have that (fχ[0,n](fp)) ⊆ (Lp ∩ L∞)(M, τ),
and hence we are done with the first part.

We now pass to the case 1 ≤ p < ∞. In the case where τ(χ(0,∞)(fp)) <
∞, the sequence (fn) constructed above actually lies in (L1 ∩L∞)(M, τ).
To see this note that in this case τ(fn) = τ(fnχ(0,∞)(fp))
≤ ∥fn∥∞τ(χ(0,∞)(fp)) < ∞.

Next consider the case τ(χ(0,∞)(fp)) = ∞. It then follows from Propo-
sition 4.24 that dfp(s) < ∞ for each s > 0. By the Borel functional calculus
we have that fpχ(1/n,∞)(fp) increases to fp. So by the normality of the
trace, limn→∞ τ(fpχ[0,1/n](fp)) = τ(fp) − limn→∞ τ(fpχ(1/n,∞)(fp)) = 0.
It follows that the sequence fχ[0,1/n](fp) converges to 0 in Lp-norm. By
what we have already shown, the sequence f̃n = fχ[0,n](fp)−fχ[0,1/n](fp) =
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fχ(1/n,n](fp) (n ∈ N) must then converge to f in Lp-norm. It remains
to show that (fχ(1/n,n](fp)) ⊆ (L1 ∩ L∞)(M, τ). We clearly have that
∥fχ(1/n,n](fp)∥∞ ≤ n1/p. To see that each fχ(1/n,n](fp) is in L1(M, τ),
recall that for Cn = n(1−(1/p)), we have that λ1/p ≤ Cnλ whenever λ ≥ 1

n .
But then

fχ(1/n,n](fp) =
∫ n

1/n
λ1/p deλ(fp) ≤ Cn

∫ n

1/n
λ deλ(fp) = Cnf

pχ(1/n,n](fp),

whence τ(fχ(1/n,n](fp)) ≤ Cnτ(fpχ(1/n,n](fp)) < ∞, as required. □

5.1.2 Convergence and completeness

Before proceeding with the proof of the completeness of these spaces, we
pause to establish a Dominated Convergence Theorem appropriate to the
present context.

Theorem 5.13. Let fn (n ∈ N) be a sequence of τ -measurable opera-
tors converging to f ∈ M̃ in the topology of convergence in measure on M̃.
Suppose there exist operators gn (n ∈ N) and g in Lp(M, τ) (0 < p < ∞),
for which we have that

(i) mfn ≤ mgn for all n,
(ii) limn→∞ ∥gn∥p = ∥g∥p,
(iii) and mg(t) ≤ lim infn→∞ mgn(t) for each t > 0.

Then fn (n ∈ N) and f are all in Lp(M, τ), with limn→∞ ∥f − fn∥p = 0.
In the case p = 1, we additionally have that τ(f) = limn→∞ τ(fn).

Proof. It is palpably clear from (i) that for each n, we have that

τ(|fn|p) =
∫ ∞

0
mp
fn

(s) ds ≤
∫ ∞

0
mp
gn

(s) ds = τ(|gn|p),

and hence that each fn belongs to Lp(M, τ). We may next apply Lemma
4.25 and the usual Fatou lemma to see that

τ(|f |p) =
∫ ∞

0
mp
f (s) ds ≤

∫ ∞

0
lim inf
n→∞

mp
fn

(s) ds

≤
∫ ∞

0
lim inf
n→∞

mp
gn

(s) ds ≤ lim inf
n→∞

∫ ∞

0
mp
gn

(s) ds = lim inf
n→∞

∥gn∥pp = ∥g∥pp.

Therefore f ∈ Lp(M, τ).
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We proceed to prove that limn→∞ ∥f − fn∥p = 0. Firstly note for any
t > 0,

mf−fn(t) ≤ mf (t/2) + mfn(t/2) ≤ mf (t/2) + mgn(t/2).
Hence for Cp = max{1, 2p−1}, we have that

mp
f−fn

(t) ≤ (mf (t/2) + mgn(t/2))p ≤ Cp[mp
f (t/2) + mp

gn
(t/2)].

Thus t 7→ Cp[mp
f (t/2) + mp

gn
(t/2)] − mp

f−fn
(t) is a non-negative function.

Now observe that for any t > 0 we must have that limn→∞ mf−fn(t) = 0
by Proposition 4.23. If we combine this with assumption (iii), it now
follows that
lim inf
n→∞

{Cp[mp
f (t/2) + mp

gn
(t/2)] − mp

f−fn
(t)} ≥ Cp[mp

f (t/2) + mp
g(t/2)]

for each t > 0. The standard Fatou lemma now ensures that

2Cp(∥f∥pp + ∥g∥pp) = Cp

∫ ∞

0
[mp

f (t/2) + mp
g(t/2)] dt

≤
∫ ∞

0
lim inf
n→∞

{Cp[mp
f (t/2) + mp

gn
(t/2)] − mp

f−fn
(t)} dt

≤ lim inf
n→∞

∫ ∞

0
{Cp[mp

f (t/2) + mp
gn

(t/2)] − mp
f−fn

(t)} dt

= lim inf
n→∞

[2Cp(∥f∥pp + ∥g∥pp) − ∥f − fn∥pp],

or equivalently that 0 ≤ − lim supn→∞ ∥f − fn∥pp. This clearly suffices to
prove that limn→∞ ∥f − fn∥p = 0 as required.

To see the claim regarding the case p = 1, observe that in this case we
may use Proposition 5.11 to see that |τ(f) − τ(fn)| ≤ τ(|f − fn|). □

Lemma 5.14. Each of the spaces Lp(M, τ) (0 < p ≤ ∞) injects con-
tinuously into M̃.

Proof. In the case p = ∞ the claim is obvious. So assume that
0 < p < ∞, with (fn) converging to f in Lp(M, τ). For any t > 0 we may
now use the fact that mf−fn is non-increasing to see that

t1/pmf−fn(t) ≤
(∫ t

0
mp
f−fn

(s) ds
)1/p

≤
(∫ ∞

0
mp
f−fn

(s) ds
)1/p

= ∥f − fn∥p.
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The claim now follows from Proposition 4.23. □

As a consequence of Theorem 5.13, we obtain the following important
description of convergence in Lp(M, τ):

Theorem 5.15. Let fn (n ∈ N), f be elements of Lp(M, τ), where
0 < p < ∞. Then the following are equivalent:

(i) limn→∞ ∥f − fn∥p = 0;
(ii) limn→∞ ∥fn∥p = ∥f∥p, and fn → f in the topology of convergence

in measure.
Proof. The fact that (i)⇒(ii) easily follows from the lemma, whereas

(ii)⇒(i) follows from Theorem 5.13 with gn = |fn| and g = |f |. □

We proceed with the proof of the completeness of the Lp-spaces.
Theorem 5.16. Each of the spaces Lp(M, τ) (0 < p ≤ ∞) is complete.
Proof. In the case p = ∞ there is of course nothing to prove, so let

p < ∞. We prove the case where p ≥ 1. A similar proof, suitably modified,
holds for the case 0 < p < 1. Let (fn) be a sequence in Lp(M, τ) for which∑∞
k=1 ∥fk∥p < ∞. We need to show that ∑∞

k=1 fk converges in Lp(M, τ).
By separately considering the series ∑∞

k=1 Re(fk) and ∑∞
k=1 Im(fk), we

may and do assume that each fk is self-adjoint. Now let xn = ∑n
k=1 fk and

zn = ∑n
k=1 |fk| for each n ∈ N. Given n > m, we have that ∥zn − zm∥p =

∥
∑n
k=m+1 |fn|∥p ≤

∑∞
k=m+1 ∥fk∥p. Since by assumption ∑∞

k=m ∥fk∥p →
0 as m → ∞, the sequence (zn) is Cauchy in Lp(M, τ). By Lemma
5.14, (zn) is then Cauchy in M̃. But M̃ is a complete linear metric
space. So there must exist some z ∈ M̃ which is the limit of (zn) in
the topology of convergence in measure. But (zn) is an increasing se-
quence of positive operators. So by part (iii) of Proposition 4.12, we have
that mz(t) = limn→∞ mzn(t) = supn∈N mzn(t). Equivalently mzp(t) =
mp
z(t) = limn→∞ mp

zn
(t) = limn→∞ mzp

n
(t). It therefore follows from Lemma

4.25, that ∥z∥p = τ(zp)1/p = limn→∞ τ(zpn)1/p = limn→∞ ∥zn∥. But then
Theorem 5.15 ensures that in fact zn → z in Lp(M, τ).

Next observe that the self-adjointness assumption on the fk’s, ensure
that 0 ≤ zn + xn ≤ 2zn for each n (and hence that mzn+xn(t) ≤ m2zn(t)
for each n). Using the fact that for n > m, we have ∥xn − xm∥p =
∥
∑n
k=m+1 fn∥p ≤

∑∞
k=m+1 ∥fk∥p, we may argue as before, to conclude

that the sequence (xn) is Cauchy in Lp(M, τ). Again as before the fact
that Lp(M, τ) continuously injects into M̃, ensures that (xn) is Cauchy in
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M̃, and hence must have a limit x in M̃. The sequence (xn+zn) therefore
converges to x + z in the topology of convergence in measure. We may
therefore apply Theorem 5.13 to the pair of sequences (xn+zn) and (2zn),
to conclude that (xn+ zn) converges to x+ z in Lp(M, τ), and hence that
(xn) converges to x = (x + z) − z in Lp(M, τ). This then proves the
claim. □

Remark 5.17. It now follows from Proposition 5.11 and the preceding
theorem, that L2(M, τ) is a Hilbert space.

5.1.3 Lp-duality

We now come to the final ingredient in the development of the rudimen-
tary theory of Lp(M, τ) spaces, namely duality theory. A more refined
understanding of the action of the trace on L1(M, τ) is crucial to this
endeavour.

Proposition 5.18. For any x ∈ M and y ∈ L1(M, τ), we have that
τ(xy) = τ(yx). Similarly for any a, b ∈ L2(M, τ), we have that τ(ab) =
τ(ba).

Proof. First let a, b ∈ L2(M, τ) be given. By the polarization iden-
tity

4ab =
3∑

k=0
ik(a∗ + ikb)∗(a∗ + ikb) 4ba =

3∑
k=0

ik(a∗ + ikb)(a∗ + ikb)∗

with each term in each of the sums an element of L1(M, τ). Hence by the
linearity of τ on L1(M, τ) and the known action of τ on M̃+, we have
that

τ(ab) = 1
4

3∑
k=0

ikτ((a∗ + ikb)∗(a∗ + ikb))

= 1
4

3∑
k=0

ikτ((a∗ + ikb)(a∗ + ikb)∗) = τ(ba).

Now let x ∈ M and y ∈ L1(M, τ) be given. With y = u|y| being
the polar form of y, it is now an exercise to see that each of u|y|1/2 and
|y|1/2 belong to L2(M, τ). Observe that for any a ∈ L2(M, τ), Hölder’s
inequality ensures that ax, xa ∈ L2(M, τ). If we combine this fact with
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what we have already proven regarding L2(M, τ), it follows that
τ(xy) = τ((xu|y|1/2)|y|1/2) = τ(|y|1/2(xu|y|1/2))

= τ((|y|1/2x)u|y|1/2) = τ(u|y|1/2(|y|1/2x)) = τ(yx)
as required. □

The following Lemma is now an easy consequence of the above result
considered alongside Hölder’s inequality.

Lemma 5.19. For any x ∈ L1(M, τ), we have that
∥x∥1 = sup{|τ(yx)| : y ∈ M, ∥y∥ ≤ 1} = sup{|τ(xy)| : y ∈ M, ∥y∥ ≤ 1}.

Proof. We prove the first equality. Hölder’s inequality combined
with the fact that |τ(yx)| ≤ τ(|yx|) for each x ∈ L1(M, τ), y ∈ M,
ensures that sup{|τ(yx)| : y ∈ M, ∥y∥ ≤ 1} ≤ ∥x∥1. Since for y = u∗,
where x = u|x| is the polar decomposition of x, we have that τ(yx) =
τ(|x|) = ∥x∥1, it is clear that equality must hold. □

Theorem 5.20. The bilinear form
L1(M, τ) × M → C : (x, y) 7→ τ(yx)

defines a dual action of M on L1(M, τ) with respect to which M is identi-
fied with (L1(M, τ))∗. Specifically for each x ∈ L1(M, τ), the prescription
y 7→ τ(yx) defines a σ-weakly continuous linear functional ωx on M.
Moreover the mapping x 7→ ωx is a surjective isometry from L1(M, τ)
onto M∗.

Proof. The lemma ensures that the mapping ι : L1(M, τ) → M∗ :
x 7→ ωx, is a linear isometry. We therefore merely need to verify the
surjectivity of this map, and that each ωx is σ-weakly continuous. We saw
in Remark 5.10 that L1(M, τ) is spanned by its positive elements. So to
prove the claim regarding the σ-weak continuity of the ωx’s, it is enough
to do this for the case where x ≥ 0. Hence let this be the case, and let
(yi) be a net in M+ increasing to some y ∈ M+. Then (x1/2yix

1/2) will
of course increase to x1/2yx1/2. So by the normality of the trace on M̃,
we get that

sup
i
ωx(yi) = sup

i
τ(yix) = sup

i
τ(x1/2yix

1/2)

= τ(x1/2yx1/2) = τ(yx) = ωx(y).
So ωx is, as required, a positive normal functional.
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Since L1(M, τ) is complete and ι : L1(M, τ) → M∗ an isometric
embedding, ι(L1(M, τ)) = {ωx : x ∈ L1(M, τ)} is a closed subspace of
M∗. If therefore we can show that ι(L1(M, τ)) is dense in M∗, we will
have that ι(L1(M, τ)) = M∗, which would conclude the proof. Since
ι(L1(M, τ)) is a linear subspace, the norm closure will agree with the
σ(M∗,M)-closure. By the bipolar theorem [(ι(L1(M, τ)))◦]◦ in turn cor-
responds to the σ(M∗,M)-closure. (For any A ⊆ M∗ and B ⊆ M, A◦

denotes the polar of A in M, and B◦ the polar of B in M∗.) We show
that (ι(L1(M, τ)))◦ = {0} from which the theorem will then follow. For
the sake of contradiction suppose that (ι(L1(M, τ)))◦ contains a non-zero
element a. Let a = u|a| be the polar decomposition of a. By the semifinite-
ness of the trace, there exists a non-zero subprojection e of χ(0,∞)(|a|) with
τ(e) < ∞. Then e|a|e must of course be non-zero, and hence τ(e|a|e) ̸= 0.
Next observe that for x = eu∗ we have that τ(|x∗|) = τ(e) < ∞. Hence x∗,
and therefore x, belongs to L1(M, τ). But by the assumption on a we must
in that case have that ωx(a) = 0. Since ωx(a) = τ(xa) = τ(e|a|) = τ(e|a|e),
this is a clear contradiction. The space (ι(L1(M, τ)))◦ can therefore con-
tain no nonzero elements. □

Corollary 5.21. The space L1(M, τ) ∩ M is σ-weakly dense in M.

Proof. It is enough to show that any a ∈ M+ is in the σ-weak
closure of L1(M, τ) ∩ M. Given a ∈ M+, the semi-finiteness of the trace
ensures that we may select a net of projections (eα) each with finite trace,
increasing to χ(0,∞)(a). The existence of such a net is fairly well-known,
but for the sake of the reader we pause to indicate how its existence may
be verified. Firstly recall that the semifiniteness of the canonical trace τ
on M, ensures that each projection e in M, admits a subprojection with
finite trace. (This fact was verified in part(c) of the proof of Proposition
4.9.) One may then use Zorn’s lemma to select a maximal family {fα} of
mutually orthogonal projections each with finite trace. The property just
noted ensures that 1 = ∑

α fα. The net we seek, consists of finite sums of
elements of {fα}.

But then (eα) converges to χ(0,∞)(a) in the σ-strong* topology, and
hence also in the σ-weak topology. For any x ∈ L1(M, τ), the duality
established in the preceding theorem therefore ensures that

lim
α
τ((aeα)x) = lim

α
τ(eα(xa)) = τ(χ(0,∞)(a)xa)

= τ(aχ(0,∞)(a)x) = τ(ax).
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Since for any α we have that |aeα| ≤ ∥a∥∞eα, it is clear that τ(aeα) =
τ(eαaeα) ≤ ∥a∥∞τ(eα) < ∞ for each α, and hence (aeα) ⊆ (L1(M, τ) ∩
M). This proves the claim. □

The following theorem significantly sharpens Proposition 5.18, and
greatly improves our understanding of the action of the trace on L1(M, τ).
The proof presented here of the first statement is due to Brown and Kosaki
[BK90, Theorem 17], with the proof of the second due to Dodds, Dodds
and de Pagter [DDdP93, Proposition 3.4].

Theorem 5.22. Let x, y ∈ M̃ be given with xy, yx ∈ L1(M, τ). Then
τ(xy) = τ(yx). If in addition x ≥ 0 and y ≥ 0 with x satisfying the
requirement that limt→∞ mx(t) = 0, then x1/2yx1/2, y1/2xy1/2 ∈ L1(M, τ)
with

τ(xy) = τ(x1/2yx1/2) = τ(y1/2xy1/2).

Proof. Let x, y ∈ M̃ be given with xy, yx ∈ L1(M, τ). For p :=
χ(0,∞)(|x|) and q := χ(0,∞)(|x∗|), we define pn = χ(1/n,n](|x|) and qn =
χ(1/n,n](|x∗|) for each n ∈ N. By construction px = xq and pnx = xqn,
with (pn) and (qn) respectively increasing to p and q in the σ-strong*
topology. Since pn ≤ n|x| for any n, we have that |pny| = (y∗pny)1/2 ≤
n(y∗x∗xy)1/2 = |xy|. In addition since by assumption xy ∈ L1(M, τ), we
have that (pny) ⊆ L1(M, τ). The fact that L1(M, τ) is an M-bimodule
by Theorem 5.2, additionally ensures that (pnyx) ⊆ L1(M, τ). Clearly
qnx, pn ∈ M for each n. On repeatedly using Proposition 5.18, it now
follows that

τ(qnxy) = τ(qnxpny) = τ(pnyqnx) = τ(pnyxpn) = τ(pnyx).
The fact that both xy and yx are in L1(M, τ), now enables us to conclude
from Theorem 5.20 that τ(xy) = limn→∞ τ(qnxy) = limn→∞ τ(pnyx) =
τ(yx).

Now pass to the case where x, y ≥ 0 with in addition limt→∞ mx(t) =
0. We remind the reader that in this case dx(s) < ∞ for any s > 0
(Proposition 4.24). We clearly have that p = q and pn = qn. Since
1
npn ≤ x, we then have that |pnx1/2y|2 = yx1/2pnx

1/2y ≤ n|xy|2. But
then τ(|pnx1/2y|) ≤

√
nτ(|xy|) < ∞, whence (pnx1/2y) ∈ L1(M, τ). Since

each pnx
1/2 is clearly bounded, we may now use Proposition 5.18 to see

that
τ(pnxy) = τ(pnx1/2pnx

1/2y) = τ(pnx1/2ypnx
1/2) = τ(pnx1/2yx1/2pn).
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If we are able to show that x1/2yx1/2 ∈ L1(M, τ), we would be able to
use Theorem 5.20, to conclude from the above that τ(xy) = τ(pxy) =
limn→∞ τ(pnxy) = limn→∞ τ(pnx1/2yx1/2pn) = limn→∞ τ(pnx1/2yx1/2) =
τ(px1/2yx1/2) = τ(x1/2yx1/2). Since in this case

τ(|y1/2x1/2|2) = τ(x1/2yx1/2) < ∞,

we would then clearly have that y1/2x1/2 ∈ L2(M, τ). We could then
use Proposition 5.18 to see that τ(x1/2yx1/2) = τ(y1/2xy1/2). It therefore
remains to prove that x1/2yx1/2 ∈ L1(M, τ). To this aim, notice that an
easy modification of the argument used to prove the implication (i)⇒(iii)
in Proposition 4.24, shows that (pnx1/2) converges to x1/2 in measure.
Hence (pnx1/2yx1/2pn) converges to x1/2yx1/2 in measure. From what
we have already proven, it is clear that τ(pnx1/2yx1/2pn) = τ(pnxy) ≤
τ(|pnxy|) ≤ τ(|xy|). (Here we used Proposition 5.11 and the fact that
xy ∈ L1(M, τ).) This fact combined with Theorem 4.26 would then ensure
that

τ(x1/2yx1/2) ≤ lim inf
n→∞

τ(pnx1/2yx1/2pn) ≤ τ(|xy|) < ∞.

Thus as required x1/2yx1/2 ∈ L1(M, τ). □

We pass to developing the duality theory for the case 1 < p < ∞.

Lemma 5.23. Suppose 1 < p < ∞. For any x ∈ Lp(M, τ), we have
that

∥x∥p = sup{|τ(yx)| : y ∈ Lq(M, τ), ∥y∥q ≤ 1}
= sup{|τ(xy)| : y ∈ Lq(M, τ), ∥y∥q ≤ 1}

where 1 = 1
p + 1

q .

Proof. We prove the first equality. Hölder’s inequality combined
with the fact that |τ(yx)| ≤ τ(|yx|) for each x ∈ Lp(M, τ), y ∈ Lq(M, τ)
ensures that sup{|τ(yx)| : y ∈ Lq(M, τ), ∥y∥q ≤ 1} ≤ ∥x∥p.

For the converse let 0 ̸= x ∈ Lp(M, τ) be given. With x = u|x| the po-
lar decomposition of x, set y = ∥x∥−p/q

p |x|p−1u∗. By Propositions 4.12 and
4.13, we have that τ(|y|q) = τ(|y∗|q) = ∥x∥−pτ(|x|qp−q) = ∥x∥−p

p τ(|x|p) =
1, and hence that y ∈ Lq(M, τ) with ∥y∥ = 1. By construction

τ(yx) = ∥x∥−p/q
p τ(|x|p) = ∥x∥p−pq

p = ∥x∥p.

Hence equality must hold. □
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Lemma 5.24. Let 1 ≤ p < ∞, and let a, b ∈ Lp+(M, τ) be given. Then

21−p∥a+ b∥pp ≤ ∥a∥pp + ∥b∥pp ≤ ∥a+ b∥pp.

Proof. We know that ∥a + b∥p ≤ ∥a∥p + ∥b∥p. Since 1 ≤ p < ∞,
t 7→ tp is a convex function on [0,∞), which then ensures that

∥a+ b∥pp = (∥a∥p + ∥b∥p)p = 2p
(∥a∥p

2 + ∥b∥p
2

)p
≤ 2p

(1
2
[
∥a∥pp + ∥b∥pp

])
.

This proves the first inequality. The second is an immediate consequence
of part (ii) of Proposition 5.8. □

Using the above lemma, we are now able to prove part of the famous
Clarkson-McCarthy inequalities.

Proposition 5.25. Let 2 ≤ p < ∞, and let a, b ∈ Lp(M, τ) be given.
Then

∥a+ b∥pp + ∥a− b∥pp ≤ 2p−1(∥a∥pp + ∥b∥pp).

Proof. On setting r = p/2, two applications of the lemma show that
∥a+ b∥pp + ∥a− b∥pp = ∥ |a+ b|2∥rr + ∥ |a− b|2∥rr

≤ ∥ |a+ b|2 + |a− b|2∥rr
= 2r∥ |a|2 + |b|2∥rr
≤ 2r2r−1

(
∥ |a|2∥rr + ∥ |b|2∥rr

)
≤ 2p−1

(
∥a∥pp + ∥b∥pp

)
.

□

We now introduce the concept of uniformly convex Banach spaces.

Definition 5.26. A Banach space X is said to be uniformly convex
if for every 0 < ϵ ≤ 2, we can find a δ > 0, so that for any two norm 1
vectors x, y ∈ X, the situation ∥x− y∥ ≥ ϵ, ensures that ∥x+y∥

2 ≤ 1 − δ.

It is an easy exercise to see that the Clarkson-McCarthy inequalities
verified above, ensure that for each 2 ≤ p < ∞, the space Lp(M, τ) is
uniformly convex. A crucial step in the development of a duality theory
for Lp-spaces is showing that Lp(M, τ) is reflexive (first for 2 ≤ p < ∞
then later for 1 ≤ p < 2 as well). For this step the Milman-Pettis theo-
rem, which asserts that all uniformly convex Banach spaces are reflexive,
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comes to the rescue. For the sake of a deeper understanding of the under-
lying principles, we will give a more self-contained proof of Lp-duality by
embedding much of the proof of the Milman-Pettis theorem in that proof.

Theorem 5.27. Let 1 < p ≤ ∞ and 1 ≤ q < ∞ be given with 1 = 1
p+

1
q .

The bilinear form

Lp(M, τ) × Lq(M, τ) → C : (x, y) 7→ τ(yx)

defines a dual action of Lp(M, τ) on Lq(M, τ) with respect to which
Lp(M, τ) is identified with (Lq(M, τ))∗. Specifically, for x ∈ Lp(M, τ)
the prescription y 7→ τ(yx) defines a bounded linear functional ωx on
Lq(M, τ). Moreover the mapping x 7→ ωx is a surjective isometry from
Lp(M, τ) onto (Lq(M, τ))∗. In addition ωx ≥ 0 if and only if x ≥ 0.

Proof. Apart from the final claim, the case where q = 1 corresponds
to Theorem 5.20. In considering the first two claims, we may therefore
assume that q > 1. It is clear from Lemma 5.23 that the mapping ι :
Lp(M, τ) → (Lq(M, τ))∗ : x 7→ ωx is a linear isometry from Lp(M, τ)
onto a subspace of (Lq(M, τ))∗. Since Lp(M, τ) is complete, ι(Lp(M, τ))
must be a closed subspace.

We will next show that ι(Lp(M, τ)) is a weak*-dense subspace of
(Lq(M, τ))∗. By the bipolar theorem the σ((Lq)∗, Lq)-closure ι(Lp(M, τ)),
is given by [(ι(L1(M, τ)))◦]◦. (For an A ⊆ Lq(M, τ) and B ⊆ (Lq(M, τ))∗,
A◦ denotes the polar of A in (Lq(M, τ))∗, and B◦ the polar of B in
Lq(M, τ).) We show that (ι(Lp(M, τ)))◦ = {0}, from which the claim will
then follow. For the sake of contradiction suppose that (ι(Lp(M, τ)))◦

contains a non-zero element a. Let a = u|a| be the polar decomposition of
a. From the proof of Lemma 5.23, we know that then x = ∥a∥−q/p

q |a|q−1u∗

is a norm 1 element of Lp(M, τ). Since a ∈ (ι(Lp(M, τ)))◦, we must have
ωx(a) = 0. But on arguing as in the proof of Lemma 5.23, it follows
that ωx(a) = τ(xa) = ∥a∥q ̸= 0. This is a clear contradiction. Hence
(ι(Lp(M, τ)))◦ = {0} as claimed.

Case 1 (q ≥ 2): First consider the case where q ≥ 2. We start by
proving that Lq(M, τ) is then reflexive. To see this, identify Lq(M, τ)
with the image of the natural embedding of Lq(M, τ) into (Lq(M, τ))∗∗,
and select an arbitrary norm 1 element x̃ of (Lq(M, τ))∗∗. By Goldstine’s
theorem, there must exist a net (xα) in the closed unit ball of Lq(M, τ)
converging to x̃ in the weak*-topology on (Lq(M, τ))∗∗. Given δ > 0, we
may select a norm 1 element x∗ of (Lq(M, τ))∗ so that 1 − δ = ∥x̃∥ − δ <
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|x̃(x∗)| ≤ 1. By the weak* convergence we will then have that 1 − δ <
limα |x∗(xα)| ≤ lim infα ∥xα∥ ≤ lim supα ∥xα∥q ≤ 1. Since δ > 0 was
arbitrary, we must have that limα ∥xα∥ = 1.

Now suppose that (xα) is not Cauchy in norm, and let x∗ be as before.
Given ϵ > 0, we may then inductively select an increasing sequence (αn)
of indices such that

∥xαn+1 − xαn∥ ≥ ϵ, and |x̃(x∗) − x∗(xαn)| ≤ 1
n

for all n ∈ N.

Now use the Clarkson-McCarthy inequalities to conclude that
∥xαn+1 + xαn∥q

2q + ∥xαn+1 − xαn∥q

2q ≤
∥xαn+1∥q + ∥xαn∥q

2
for all n ∈ N. By the previously centred inequality, this in turn leads to

∥xαn+1 + xαn∥q

2q + ϵq

2q ≤
∥xαn+1 + xαn∥q

2q + ∥xαn+1 − xαn∥q

2q

≤
∥xαn+1∥q + ∥xαn∥q

2 ≤ 1.

Note that by construction (x∗(xαn+1 +xαn)) will converge to 2x̃(x∗) in the
weak* topology. So on arguing as before, we have that 2 − 2δ ≤ |x̃(x∗)| ≤
lim infn ∥xαn+1 + xαn∥ ≤ 2. But the previously centred inequality then
leads to (1 − δ)q + ϵq

2q ≤ 1, which is impossible for appropriate choices of
ϵ and δ. Thus the assumption that (xα) is not Cauchy in norm must be
false. Being Cauchy, (xα) must now by completeness converge to some
element x of Lq(M, τ). The net (xα) will then also converge to x in the
weak* topology on (Lq(M, τ))∗∗. By uniqueness of limits, we must have
that x̃ = x ∈ Lq(M, τ). This shows that Lq(M, τ) is reflexive.

Since Lq(M, τ) is reflexive, so is (Lq(M, τ))∗. But in that case the
weak* closure of any subspace of (Lq(M, τ))∗ will agree with its norm
closure. Since ι(Lp(M, τ)) is then both norm-dense and closed, we have
that ι(Lp(M, τ)) = (Lq(M, τ))∗ as required.

Case 2 (1 < q < 2): If 1 < q < 2, then p > 2. The first part of the
proof then shows that Lq(M, τ) = (Lp(M, τ))∗ via the tracial bilinear
form. But then Lq(M, τ), is also reflexive, which means that the same
argument as before shows that ι(Lp(M, τ)) = (Lq(M, τ))∗.

For the final claim the “if” part follows from the observation that
τ(xy) = τ(y1/2xy1/2) ≥ 0 for any positive element y of Lq(M, τ). Con-
versely assume that ωx is positive. For any positive element y of Lq(M, τ),
the fact that ωx(y) ≥ 0 then enables us to conclude that ωx(y) = τ(xy) =
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τ(xy) = τ(yx∗) = ωx∗(y). In view of the fact that any element of Lq(M, τ)
may be written as a linear combination of four positive elements of Lq(M, τ),
we therefore have that ωx = ωx∗ , and hence that x = x∗ since x 7→ ωx is a
bijection. Now consider the operator |x|p−1. (In the case p = 1 we simply
take 1 here.) Given that τ((|x|p−1)q) = τ(|x|p) < ∞, it is clear that |x|p−1

belongs to Lq(M, τ). Hence |x|p−1|x|p−1χ(−∞,0)(x) is a positive element
of Lq(M, τ). But for this positive element we have by the Borel functional
calculus that |x|p−1xχ(−∞,0)(x) = −|x|pχ(−∞,0)(x). So if χ(−∞,0)(x), and
hence xχ(−∞,0)(x) were non-zero, |−xχ(−∞,0)(x)|p = |x|pχ(−∞,0)(x) would
be non-zero, in which case we would have that
ωx(|x|p−1χ(−∞,0)(x)) = τ(x|x|p−1χ(−∞,0)(x)) = −τ(|x|pχ(−∞,0)(x)) < 0,
contradicting the positivity of ωx. Hence we must have that x ≥ 0. □

5.2 Introduction to Orlicz spaces

The starting point of the theory of Orlicz spaces is the concept of
a Young function (often also called an Orlicz function in the literature).

Definition 5.28. We say that a function Φ : [0,∞) → [0,∞] is
a Young function if

• Φ is convex and increasing with Φ(0) = 0,
• Φ is continuous on [0, bΦ] where bΦ = sup{t ∈ [0,∞) : Φ(t) < ∞},
• Φ is neither identically zero nor infinite-valued on all of (0,∞).

With aΦ denoting the constant inf{t ∈ [0,∞) : Φ(t) > 0}, neither
of the situations aΦ = ∞, nor bΦ = 0 may therefore occur.

For any such Young function, we define the conjugate Young function to
be Φ∗ where for each s > 0, we set Φ∗(s) = supt>0(st− Φ(t)).

Exercise 5.29. Show that Φ∗ is a Young function and that Φ∗∗ = Φ.

Remark 5.30.(a) If bΦ < ∞, then Φ∗(s) ≤ bΦs for any s ≥ 0. To
see this let s > 0 be given, and observe that if t > bΦ, then
st − Φ(t) = −∞. Hence Φ∗(s) = supbΦ≥t>0(st − Φ(t)) ≤ bΦs as
claimed.

(b) There is an interesting alternative for computing Φ∗. Recall that
in the proof of Theorem 4.21 we saw that a Young function
Φ is of the form Φ(t) =

∫ t
0 ϕ(s) ds for some non-negative left-

continuous non-decreasing function ϕ on [0,∞), which is infinite-
valued on (bΦ,∞), but neither identically 0 nor infinite-valued on
all of (0,∞). Now consider the function ψ(t) = inf{s : ϕ(s) ≥ t}.
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The function ψ is then also a non-negative, non-decreasing, left-
continuous function on [0,∞), which is finite-valued on some por-
tion [0, r] of [0,∞), and neither identically 0 nor infinite-valued
on all of (0,∞). Then Ψ defined by Ψ(t) =

∫∞
0 ψ(s) ds, turns

out to be nothing but the Young function Φ∗. The fact that Ψ
as defined above agrees with Φ∗, follows from [BS88, Theorem
IV.8.12] (see also §1.7 of [NP06].)

(c) Note that for any Young function Φ, the pair (Φ,Φ∗) will by the
definition of Φ∗, satisfy the Hausdorff-Young inequality

st ≤ Φ(t) + Φ∗(s) for all s, t ≥ 0.
The description of Φ and Φ∗ given above, forms the basis for the
equality criteria for this inequality, namely that st = Φ(t)+Φ∗(s)
if and only if either s = ϕ(t), or t = ψ(s). For a proof of this fact
the reader is referred to [BS88, Theorem IV.8.12].

(d) Given a Young function, we shall have occasion to use the “right-
continuous inverse” Φ−1 of Φ on [0,∞), given by

Φ−1(t) = sup{s : Φ(s) ≤ t}.
It is only in the case where aΦ = 0 and bΦ = ∞ that this is
an inverse in the true sense of the word. To see this note that
it is an exercise to see that Φ−1(0) = aΦ. Now observe that the
fact that Φ is strictly increasing on (aΦ, bΦ), ensures that for
every s ∈ (aΦ, bΦ), Φ(s) = t if and only if s = Φ−1(t). If in fact
Φ(bΦ) < ∞, it is similarly an exercise to see that Φ−1(t) = bΦ for
every t ≥ Φ(bΦ). So Φ−1 is a continuous function for which we
have that Φ ◦ Φ−1(t) ≤ t ≤ Φ−1 ◦ Φ(t) for all t ≥ 0.

Exercise 5.31. Prove that the conjugate Young function of Φ1(t) = t
is

Φ∞(t) =
{ 0 if 0 ≤ t ≤ 1

∞ if 1 < t
,

and that the conjugate function of cosh −1, is
∫ t

0 sinh−1(s) ds = t log(t +√
t2 + 1) −

√
t2 + 1 + 1.

Definition 5.32. For a given Young function Φ, we define the non-
commutative Orlicz space LΦ(M, τ) to be the collection of all f ∈ M̃ for
which there exists some α > 0 such that τ(Φ(α|f |)) < ∞. Note that even
when Φ is infinite-valued on some part of the half-line, we can give mean-
ing to Φ(α|f |) as an element of the extended positive part of M. Since the
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action of τ extends to the extended positive part, the requirement that
τ(Φ(α|f |)) < ∞, always makes sense.

Remark 5.33. We refine Remark 4.15 in the context of Young func-
tions. Let a ∈ ηM be given and let Φ be a general Young function. Then
Φ(|a|) will in general not be a member of M̃ (unless of course a ∈ M̃ and
sp(|a|) ⊆ [0, bΦ)). However we are able to give meaning to Φ(|a|) as an
element of M̂+ (and hence also give meaning to τ(Φ(|a|))). We pause to
give some details of how this works: Suppose M acts on the Hilbert space
H. If bΦ = ∞, we have that sp(|a|) ⊆ [0, bΦ) = [0,∞), in which case we
can then use the continuous functional calculus to see that Φ(|a|) ∈ M̃.
Now suppose that bΦ < ∞. There are two cases to consider here, namely
Φ(bΦ) = ∞, and Φ(bΦ) < ∞. Suppose Φ(bΦ) = ∞. If we attempt to use the
spectral resolution |a| =

∫∞
0 λ deλ(|a|) to define Φ(|a|) by means of the pre-

scription Φ(|a|) =
∫∞

0 Φ(λ) deλ(|a|), we find that Φ(|a|) exists as a densely-
defined closed operator on χ[0,bΦ)(|a|)(H) (which commutes with all the
unitaries in the commutant of M), but that

∫∞
0 Φ(λ) d⟨eλ(|a|)ξ, ξ⟩ = ∞

for all ξ ∈ χ[bΦ,∞)(H). By Theorem 1.133, such objects are all part of
M̂+. The only difference in the case Φ(bΦ) < ∞, is that here Φ(|a|) makes
sense as a densely defined operator on χ[0,bΦ](|a|)(H) not χ[0,bΦ)(|a|)(H).
As noted in Remark 4.15, we have that τ(Φ(|a|)) < ∞ if and only if
Φ(|a|) corresponds to an element of L1(M, τ). However more is true in
this case. Recall that the right inverse Φ−1, is continuous on [0,∞) with
Φ−1(Φ(t)) ≥ t for all t ≥ 0. Thus if indeed Φ(|a|) ∈ L1(M, τ), then by
the functional calculus for positive operators, Φ−1(Φ(|a|)) will be a τ -
measurable element of M̂ such that Φ−1(Φ(|a|)) ≥ |a|. This ensures that
|a|, and hence also a, is then a τ -measurable element of M̂.

To sum up, in terms of the action of τ on M̂+, we have that a given
a ∈ ηM will belong to LΦ(M, τ) if and only if τM(Φ(α|a|)) < ∞ for some
α > 0.

We now use the ideas described in the preceding remark to prove a deep
fact regarding noncommutative Orlicz spaces. This fact is an extremely
useful tool for lifting the classical theory to the noncommutative context.

Theorem 5.34. Let Φ be a Young function and let f ∈ M̃ be given.
Then τ(Φ(|f |)) =

∫∞
0 Φ(mf (s)) ds. (Here Φ(|f |) may not be in M̃, but is

given meaning as an object in the extended positive part of M.) Moreover
whenever τ(Φ(|f |)) is finite, we have that Φ(|f |) ∈ M̃
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Proof. If indeed τ(Φ(|f |)) is finite, then by Remark 4.15, Φ(|f |) ∈
L1(M, τ). The fact that in this case τ(Φ(|f |)) =

∫∞
0 Φ(mf (s)) ds, then

follows from Corollary 4.14. To conclude the proof, we need to show that
τ(Φ(|f |)) will be finite, whenever

∫∞
0 Φ(mf (s)) ds is finite. So with this in

mind, suppose we are given that
∫∞

0 Φ(mf (s)) ds < ∞. We consider two
cases.

Case 1, (bΦ = ∞): In this case Φ is just a convex non-decreasing
continuous function on [0,∞). It then follows from the continuous func-
tional calculus that Φ(|f |) is again τ -measurable. But that means we can
apply Corollary 4.14, to conclude that τ(Φ(|f |)) =

∫∞
0 Φ(mf (s)) ds < ∞

as required.
Case 2, (bΦ < ∞): Recall that Φ is infinite-valued on (bΦ,∞). So

here the only way we could have
∫∞

0 Φ(mf (s)) ds < ∞, is if mf (s) ≤ bΦ
for all s > 0. By the right-continuity of s 7→ mf (s), we will then have
that ∥f∥∞ = mf (0) ≤ bΦ < ∞. If in fact Φ(bΦ) < ∞, it would then follow
from the continuous functional calculus that Φ(|f |) ∈ M, in which case we
could then apply Corollary 4.14, to see that τ(Φ(|f |)) =

∫∞
0 Φ(mf (s)) ds <

∞. Hence assume that Φ(bΦ) = ∞. For any 0 < ϵ < 1, we will then
have that sp(ϵ|f |) ⊆ [0, ϵ∥f∥∞] ⊆ [0, bΦ). It will then follow from the
continuous functional calculus that Φ(ϵ|f |) even belongs to M. Next recall
that Φ(|f |) may be realised as a member of the extended positive part of
M. Suppose that M acts on the Hilbert space H. Recall from Remark
5.33 that in this case we could make sense of Φ(|f |) as a densely defined
closed operator on χ[0,bΦ)(|a|)(H), but that (formally) ⟨Φ(|f |)1/2ξ, ξ⟩ = ∞
for all ξ ∈ χ[bΦ,∞)(|a|)(H). Now select a sequence (ϵn) ⊆ (0, 1) increasing
to 1. Using the very specific structure of the function Φ in this case, it
is then a somewhat non-trivial exercise to see that as members of the
extended positive part M̂+, the operators (Φ(ϵn|f |)) increase to Φ(|f |).
(Although infinite-valued on [bΦ,∞), Φ is here continuous on “all” of [0,∞)
in the sense that it is continuous on [0, bΦ) with Φ(t) increasing to ∞ as
t increases to bΦ.) But the extension of the trace to M̂+, respects such
suprema (Theorem 3.21). Therefore τ(Φ(|f |)) = sup τ(Φ(ϵn|f |)). Since
each Φ(ϵn|f |) belongs to M and since mϵnf ≤ mf , we may use Corollary
4.14 to see that τ(Φ(ϵn|f |)) =

∫∞
0 Φ(mϵnf (s)) ds ≤

∫∞
0 Φ(mf (s)) ds < ∞.

Hence τ(Φ(|f |)) ≤
∫∞

0 Φ(mf (s)) ds as required. □

Definition 5.35. Let LΦ(M, τ) be as before. Define the Luxemburg-
Nakano norm on LΦ(M, τ) to be ∥f∥Φ = inf{ϵ > 0: τ(Φ(ϵ−1|f |)) ≤ 1}.
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The Orlicz norm is defined to be the quantity
∥f∥OΦ = inf{τ(|fg|) : g ∈ LΦ∗(M, τ), τ(Φ∗(|g|)) ≤ 1}.

The first task that now befalls us, is to prove that LΦ(M, τ) is a linear
space and that these quantities are in fact norms. After that we will com-
pare these norms and investigate questions of completeness and duality.
Our first result strengthens the link between the classical and noncommu-
tative theory noted in Theorem 5.34 above.

Corollary 5.36. Let Φ be a Young function and let f ∈ M̃ be given.
Then mf ∈ LΦ(0,∞) if and only if f ∈ LΦ(M, τ). Moreover if indeed
f ∈ LΦ(M, τ), then ∥f∥Φ = ∥mf∥Φ.

Theorem 5.37. Let Φ be a Young function. Then LΦ(M, τ) is a linear
space, and ∥ · ∥Φ a norm for LΦ(M, τ).

Proof. Given f ∈ LΦ(M, τ), it is an easy exercise to see that for any
α ∈ C, αf is again in LΦ(M, τ). Next let f, g ∈ LΦ(M, τ) be given. By
Corollary 5.36, we may select αf , αg > 0 so that

∫∞
0 Φ(αfmf (s)) ds < ∞

and
∫∞

0 Φ(αgmg(s)) ds < ∞. For α = 1
2 min(αf , αg), it will then follow

from Theorem 4.22 that∫ ∞

0
Φ(αmf+g(s)) ds =

∫ ∞

0
Φ(mα(f+g)(s)) ds

≤
∫ ∞

0
Φ(mαf (s) + mαg(s)) ds

≤
∫ ∞

0
Φ(α(mf (s) + mg(s))) ds

≤
∫ ∞

0
Φ(αf mf (s)

2 + αgmg(s)
2 ) ds.

We may now use the convexity of Φ to see that we then further have that∫ ∞

0
Φ(αmf+g(s)) ds ≤

∫ ∞

0
Φ(αf mf (s)

2 + αgmg(s)
2 ) ds

≤
∫ ∞

0
1
2 [Φ(αfmf (s)) + Φ(αgmg(s)] ds

< ∞.

But then by Corollary 5.36, f + g ∈ LΦ(M, τ).
We now show that ∥ · ∥Φ is a norm. Let f ∈ LΦ(M, τ) be given with

∥f∥Φ = 0, or equivalently ∥mf∥Φ = 0. For any ϵ > 0 we will then by
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definition have that
∫∞

0 Φ(ϵ−1mf (s)) ds ≤ 1. By convexity and the fact
that Φ(0) = 0, we have that Φ(rt) = Φ((1 − r)0 + rt) ≤ rΦ(t) for any
0 < r ≤ 1, t ≥ 0. Equivalently Φ(γt) ≥ γΦ(t) for any γ ≥ 1. Given 0 < ϵ,
we will then for any γ ≥ 1 have that

γ

∫ ∞

0
Φ(ϵ−1mf (s)) ds ≤

∫ ∞

0
Φ(γϵ−1mf (s)) ds ≤ 1.

This can in turn only be true if
∫∞

0 Φ(ϵ−1mf (s)) ds = 0. That means
that for any ϵ > 0, Φ(ϵ−1mf (s)) is 0 almost everywhere. Since mf is
non-increasing, and Φ non-zero on some connected portion of (0,∞), the
only way this can be, is if mf is 0 on (0,∞). The right-continuity of mf

then ensures that ∥f∥∞ = mf (0) = 0, in other words that f = 0. It
is a simple exercise to see that for any f ∈ LΦ(M, τ) and any γ ∈ C,
∥γf∥Φ = |γ| ∥f∥Φ. We proceed to prove the triangle inequality.

Let f, g ∈ LΦ(M, τ) be given. For any ϵ > 0, we will by the def-
inition of the Luxemburg-Nakano norm then have that

∫∞
0 Φ((∥f∥Φ +

ϵ)−1mf (s)) ds ≤ 1 and
∫∞

0 Φ((∥g∥Φ + ϵ)−1mg(s)) ds ≤ 1. (Here we silently
used Corollary 5.36.) We may then use Theorem 4.22 and the convexity
of Φ, to see that∫ ∞

0
Φ((∥f∥ + ∥g∥ + 2ϵ)−1mf+g(s)) ds

≤
∫ ∞

0
Φ((∥f∥ + ∥g∥ + 2ϵ)−1(mf (s) + mg(s)) ds

≤
∫ ∞

0
Φ( ∥f∥+ϵ

∥f∥Φ+∥g∥+2ϵ(∥f∥ + ϵ)−1mf (s)

+ ∥g∥+ϵ
∥f∥+∥g∥+2ϵ(∥g∥ + ϵ)−1mg(s)) ds

≤ ∥f∥+ϵ
∥f∥Φ+∥g∥+2ϵ

∫ ∞

0
Φ((∥f∥ + ϵ)−1mf (s)) ds

+ ∥g∥+ϵ
∥f∥+∥g∥+2ϵ

∫ ∞

0
Φ((∥g∥ + ϵ)−1mg(s)) ds

≤ ∥f∥+ϵ
∥f∥Φ+∥g∥+2ϵ + ∥g∥+ϵ

∥f∥+∥g∥+2ϵ
= 1

(Here we dropped the subscripts of the norms for the sake of clarity.) The
above clearly shows that ∥f + g∥Φ = ∥mf+g∥Φ ≤ ∥mf∥Φ + ∥mg∥Φ + 2ϵ =
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∥f∥Φ + ∥g∥Φ + 2ϵ. Since ϵ > 0 was arbitrary, we have that ∥f + g∥Φ ≤
∥f∥Φ + ∥g∥Φ as required. □

Exercise 5.38. Show that Lp(M, τ) (1 ≤ p ≤ ∞) are Orlicz spaces.
Also show that the Orlicz space corresponding to the Young function

Φ∞(t) =
{ 0 if 0 ≤ t ≤ 1

∞ if 1 < t

is L∞(M, τ).
Remark 5.39. In the theory of Orlicz spaces two Young functions Φ

and Ψ are said to be equivalent if there exists a constant K > 0 so that
K−1Φ ≤ Ψ ≤ KΦ. It is an interesting exercise to show that the norms
∥ · ∥Φ and ∥ · ∥Ψ are equivalent whenever Φ and Ψ are.

We now show that ∥·∥OΦ is a seminorm, and then use that fact to prove
that LΦ(M, τ) injects continuously into M̃ and that it is in fact complete.
After that we will show that ∥ · ∥OΦ is in fact a norm which is equivalent to
∥ · ∥Φ. To show that ∥ · ∥OΦ is a seminorm, all we need to do is to show that
for each f ∈ LΦ(M, τ), ∥f∥0

Φ is finite. We need the following lemma to
prove this fact. Apart from other considerations, this lemma shows that
in the definition of the Orlicz norm, the requirement τ(Φ∗(|g|)) ≤ 1, can
be replaced with the requirement that ∥g∥Φ∗ ≤ 1.

Lemma 5.40. Let f ∈ LΦ(M, τ) be given. If f ̸= 0, then
τ(Φ((∥f∥Φ)−1|f |)) ≤ 1. If ∥f∥Φ ≤ 1, we will have that τ(Φ(|f |)) ≤
∥f∥Φ, whilst if ∥f∥Φ > 1, we will have that τ(Φ(|f |)) ≥ ∥f∥Φ. There-
fore τ(Φ(|f |)) ≤ 1 if and only if ∥f∥Φ ≤ 1.

Proof. To prove the first claim, select a sequence (ϵn) ⊆ (∥f∥Φ,∞)
decreasing to ∥f∥Φ = ∥mf∥Φ. Then by the monotone convergence theorem∫∞

0 Φ(ϵ−1
n mf (s)) ds, will increase to

∫∞
0 Φ(∥mf∥−1

Φ mf (s)) ds. Since by the
definition of ∥mf∥Φ we have that

∫∞
0 Φ(ϵ−1

n mf (s)) ds ≤ 1 for each n, it is
clear that τ(Φ(∥f∥−1|f |)) =

∫∞
0 Φ(∥mf∥−1

Φ mf (s)) ds ≤ 1.
For the second claim, suppose that ∥f∥Φ ≤ 1. If ∥f∥Φ = 0, then f = 0,

whence τ(Φ(|f |)) = 0 ≤ 1. So assume that 0 < ∥f∥Φ ≤ 1. It then follows
from the first part of the proof that τ(Φ(∥f∥−1

Φ |f |)) ≤ 1, and hence that
Φ(∥f∥−1

Φ |f |) ∈ M̃. If we combine the convexity of Φ with the fact that
Φ(0) = 0, it is then clear that Φ(rt) ≤ rΦ(t) for any t ≥ 0 and any
0 ≤ r ≤ 1. Equivalently Φ(γt) ≥ γΦ(t) for any t ≥ 0 and any γ ≤ 1. Since
by assumption 0 < ∥f∥Φ ≤ 1, we have that Φ(∥f∥−1

Φ t) ≥ ∥f∥−1
Φ Φ(t) for
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any t ≥ 0, and hence that Φ(∥f∥−1
Φ |f |) ≥ ∥f∥−1

Φ Φ(|f |). Taking into account
that Φ(∥f∥−1

Φ |f |) ∈ M̃, we must therefore also have that ∥f∥−1
Φ Φ(|f |) ∈

M̃, with ∥f∥−1
Φ τ(Φ(|f |)) ≤ τ(Φ(∥f∥−1

Φ |f |)) ≤ 1 as required.
Now suppose that ∥f∥Φ > 1. The claimed inequality will clearly follow

if τ(Φ(|f |)) = ∞. Hence assume that τ(Φ(|f |)) < ∞. Recall that this
ensures that Φ(|f |) ∈ M̃. Since ∥f∥Φ > 1, we may select ϵ > 0 such that
(∥f∥Φ − ϵ) > 1. Since (∥f∥Φ − ϵ) < ∥f∥Φ, we must by the definition of
the Luxemburg-Nakano norm have that τ(Φ((∥f∥Φ − ϵ)−1|f |) > 1. We
once again note that the convexity of Φ ensures that Φ(rt) ≤ rΦ(t) for
any t ≥ 0 and any r ≤ 1. Given that (∥f∥Φ − ϵ) > 1, we therefore have
that Φ((∥f∥Φ − ϵ)−1t) ≤ (∥f∥Φ − ϵ)−1)Φ(t) for any t ≥ 0, and hence that
Φ((∥f∥Φ − ϵ)−1|f |) ≤ (∥f∥Φ − ϵ)−1Φ(|f |). But then Φ((∥f∥Φ − ϵ)−1|f |)
must belong to M̃ since (∥f∥Φ − ϵ)−1Φ(|f |) does. On applying the trace,
it follows that 1 < τ(Φ((∥f∥Φ − ϵ)−1f)) ≤ (∥f∥Φ − ϵ)−1τ(Φ(f)). Since
ϵ > 0 was arbitrary, we have that τ(Φ(|f |)) ≥ ∥f∥Φ as required.

The one direction of the final claim clearly follows from the first claim,
and the other from the definition of the Luxemburg-Nakano norm. □

Proposition 5.41. For any Young function Φ and any f ∈ LΦ(M, τ),
we have that ∥f∥OΦ ≤ 2∥f∥Φ.

Proof. Let f be a nonzero element of LΦ(M, τ). Recall that the
pair (Φ,Φ∗) satisfies the Hausdorff-Young inequality uv ≤ Φ(u) + Φ∗(v)
(u, v ≥ 0). Given g ∈ LΦ∗(M, τ) and α ≥ 0, we may then combine this
fact with Theorem 5.2, to see that

τ(|αfg|) =
∫ ∞

0
(mαfg(s)) ds

≤
∫ ∞

0
(αmf (s)mg(s)) ds

≤
∫ ∞

0
Φ(αmf (s)) ds+

∫ ∞

0
Φ∗(mg(s)) ds

= τ(Φ(α|f |)) + τ(Φ∗(|g|)).

Recall that in the proof of the lemma we showed that τ(Φ(∥f∥−1
Φ |f |))

=
∫∞

0 Φ(∥mf∥−1
Φ mf (s)) ds ≤ 1. So if in addition τ(Φ∗(|g|)) ≤ 1, we will

have that τ(|∥f∥−1
Φ fg|) ≤ 2, and hence that ∥ ∥f∥−1

Φ f∥OΦ ≤ 2. □
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The above proposition clearly shows that the Orlicz norm is finite on
all of LΦ(M, τ). Having noted this fact, we are now ready for the following
Hölder inequality for Orlicz spaces.

Corollary 5.42. For any f ∈ LΦ(M, τ) and any g ∈ LΦ∗(M, τ)
we have that fg, gf ∈ L1(M, τ), with τ(|fg|) ≤ ∥f∥OΦ∥g∥Φ∗ . In particular
∥f∥OΦ = sup{τ(|fg|) : τ(Φ∗(|g|)) ≤ 1} = sup{|τ(fg)| : τ(Φ∗(|g|)) ≤ 1} =
sup{|τ(gf)| : τ(Φ∗(|g|)) ≤ 1} = sup{τ(|gf |) : τ(Φ∗(|g|)) ≤ 1}.

Proof. Let f ∈ LΦ(M, τ) and g ∈ LΦ∗(M, τ) be given. The fact
that τ(|fg|) ≤ ∥f∥OΦ∥g∥Φ∗ follows fairly directly from Lemma 5.40 and the
definition of the Orlicz norm. This clearly ensures that fg ∈ L1(M, τ).
Since τ(|gf |) ≤ ∥f∥Φ∥g∥OΦ∗ , we also have that gf ∈ L1(M, τ). It then
follows from Theorem 5.22 that

sup{|τ(fg)| : τ(Φ∗(|g|)) ≤ 1} = sup{|τ(gf)| : τ(Φ∗(|g|)) ≤ 1}.

We prove that

sup{|τ(fg)| : τ(Φ∗(|g|)) ≤ 1} = sup{τ(|fg|)| : τ(Φ∗(|g|)) ≤ 1}.

(The proofs of the remaining equalities are similar.) Since |τ(fg)| ≤
τ(|fg|) we clearly have that

sup{|τ(fg)| : τ(Φ∗(|g|)) ≤ 1} ≤ sup{τ(|fg|) : τ(Φ∗(|g|)) ≤ 1}.

Let g0 ∈ LΦ∗(M, τ) be given with τ(Φ∗(|g0|)) ≤ 1, and let u be the partial
isometry in the polar form fg0 = u|fg0| of fg0. Since mg0u∗ ≤ ∥u∗∥mg0 ≤
mg0 , we clearly have that

∫∞
0 Φ∗(αmg0u∗(s)) ds ≤

∫∞
0 Φ∗(αmg0(s)) ds for

any α > 0, and hence that g0u
∗ ∈ LΦ∗(M, τ). By construction, we then

have that τ(|fg0|) = τ(u∗fg0) = τ(fg0u
∗) ≤ sup{|τ(fg)| : τ(Φ∗(|g|) ≤ 1}.

In view of the fact that g0 ∈ LΦ∗(M, τ) was arbitrary, we are done. □

Corollary 5.43. For any f ∈ M̃, all of the operators f , f∗ and
|f | will belong to LΦ(M, τ) whenever one of them does. In that case
∥f∥Φ = ∥f∗∥Φ = ∥ |f | ∥Φ and ∥f∥OΦ = ∥f∗∥OΦ = ∥ |f | ∥OΦ .

Proof. The first claim as well as the equality of the Luxemburg-
Nakano norm is an immediate consequence of Proposition 4.12 considered
alongside Corollary 5.36. On using what we have just verified, it now
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follows from Corollary 5.42 that
∥f∥OΦ = sup{τ(|fg|) : τ(Φ∗(|g|) ≤ 1}

= sup{τ(|g∗f∗|) : τ(Φ∗(|g|) ≤ 1}
= sup{τ(|gf∗|) : τ(Φ∗(|g|) ≤ 1} = ∥f∗∥OΦ .

Since for any f, g ∈ M̃ we have that |fg| = | |f |g|, it follows from the
definition of the Orlicz norm that ∥f∥OΦ = ∥ |f | ∥OΦ . □

As was the case with Lp-spaces, M̃ turns out to also be a natural
superspace for Orlicz spaces.

Proposition 5.44. For any Young function Φ, the space LΦ(M, τ)
continuously injects into M̃.

Proof. Let (an) be a sequence in LΦ(M, τ) converging to some a ∈
LΦ(M, τ) in the norm ∥ · ∥Φ. Since ma−an is non-increasing, we will for
any t > 0 then have that

ma−an(t) ≤ 1
t

∫ t

0
ma−an(s) ds

= 1
t

∫ ∞

0
χ[0,t](s)ma−an(s) ds

≤ 1
t
∥χ[0,t]∥OΦ∗ .∥ma−an∥Φ

= 1
t
∥χ[0,t]∥OΦ∗ .∥a− an∥Φ.

The claim now follows from Proposition 4.23. □

With the above result at our disposal, we proceed with the proof of
the completeness of LΦ(M, τ).

Theorem 5.45. Let Φ be a Young function. Then (LΦ(M, τ), ∥ · ∥Φ)
is complete.

Proof. Let (fn) be a Cauchy sequence in LΦ(M, τ). By Proposition
5.44 the sequence is Cauchy in the topology of convergence in measure.
This topology is known to be complete, and hence there exists f ∈ M̃
so that fn → f in measure. Let ϵ > 0 be given. For any fixed m,
(fn − fm) will trivially converge in measure to f − fm. Recall that mf−fm

is finite-valued and monotone on (0,∞). Since by the Lebesgue-Young
theorem such functions are known to be differentiable almost everywhere
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(and hence continuous almost everywhere), we will by Lemma 4.25, then
have that mf−fm(s) = limn→∞ mfn−fm(s) for almost every s ≥ 0. Next
select N ∈ N so that ∥fn − fm∥Φ = ∥mfn−fm∥Φ < ϵ for any n,m ≥ N.
We henceforth fix m as a natural number for which m ≥ N. By the
definition of the Luxemburg-Nakano norm (for mfn−fm), the fact that
then ∥mfn−fm∥Φ < ϵ for any n ≥ N , means that∫ ∞

0
Φ(mϵ−1(fn−fm)(s)) ds =

∫ ∞

0
Φ(ϵ−1mfn−fm(s)) ds ≤ 1 for all n ≥ N.

In the case where bΦ = ∞, Φ is continuous and finite-valued on [0,∞),
and hence in this case we will have that limn→∞ Φ((2ϵ)−1mfn−fm(s)) =
Φ((2ϵ)−1mf−fm(s)) for almost every s. Now suppose that bΦ < ∞. Then
as in case 2 of the proof of Theorem 5.34, the fact that∫ ∞

0
Φ(mϵ−1(fn−fm)(s)) ds ≤ 1 < ∞ for all n ≥ N

means that mϵ−1(fn−fm)(0) = ϵ−1∥fn − fm∥∞ ≤ bΦ for all n ≥ N. Equiv-
alently (2ϵ)−1mfn−fm(s) ≤ bΦ

2 for all s ≥ 0 and all n ≥ N. Since Φ is
continuous and finite-valued on [0, bΦ

2 ], we will in this case also have that
limn→∞ Φ((2ϵ)−1mfn−fm(s)) = Φ((2ϵ)−1mf−fm(s)) for almost every s.
We may therefore apply the standard Fatou lemma to see that∫ ∞

0
Φ((2ϵ)−1mf−fm(s)) ds ≤ lim inf

n→∞

∫ ∞

0
Φ((2ϵ)−1mfn−fm(s)) ds ≤ 1

for all n ≥ N. But by definition, this means that mf−fm ∈ LΦ(0,∞)
with ∥mf−fm∥Φ ≤ 2ϵ. Corollary 5.36 informs us that this is equivalent
to the statement that f − fm (and hence f) belongs to LΦ(M, τ), with
∥f − fm∥Φ ≤ 2ϵ. Since ϵ > 0 and m ≥ N were arbitrary, it follows by
definition that (fm) converges to f in the ∥ · ∥Φ norm. □

5.2.1 The Orlicz norm and Köthe duality for Orlicz spaces

We start by introducing the concept of Köthe duality. We first briefly
review the concept of a Banach function space of measurable functions on
a measure space (X,Σ, ν). Readers who wish to have a fuller account may
consult one of [BS88] or[KPS82]. Though there are subtly different ways
in which one can approach the theory, at its most basic level, one starts by
defining a so-called Banach function norm ρ on M0(X,Σ, ν) (the almost
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everywhere finite measurable functions) to be a mapping ρ : M+
0 → [0,∞]

on the positive cone satisfying
[F1] ρ(f) = 0 if and only if f = 0 a.e.
[F2] ρ(λf) = λρ(f) for all f ∈ M+

0 , λ > 0.
[F3] ρ(f + g) ≤ ρ(f) + ρ(g) for all f, g ∈ M+

0 .
[F4] f ≤ g implies ρ(f) ≤ ρ(g) for all f, g ∈ M+

0 .

Such a ρ may be extended to all of M0 by setting ρ(f) = ρ(|f |), in which
case we may then define Lρ(X,Σ, ν) = {f ∈ M0(X,Σ, ν) : ρ(f) < ∞}. If
indeed Lρ(X,Σ, ν) turns out to be a Banach space when equipped with
the norm ∥ · ∥ρ = ρ(·), we refer to it as a Banach function space. If we add
to the above list the so-called Fatou property, namely

[F5] for any sequence (fn) ⊆ M0(X,Σ, ν) we have that 0 ≤ fn ↗ f
implies ρ(fn) ↗ ρ(f),

then Lρ(X,Σ, ν) will automatically be complete. If further the situation
mf = mg, f ∈ Lρ(X,Σ, ν) and g ∈ M0 ensures that g ∈ Lρ(X,Σ, ν), we
call Lρ(X,Σ, ν) rearrangement invariant.

If we wish to ensure regular behaviour of the Banach function norm
with respect to characteristic functions, we may additionally add the re-
quirements that

[F6] for any measurable set E, ν(E) < ∞ implies ρ(χE) < ∞,
[F7] given any measurable set E with ν(E) < ∞, there exists a con-

stant CE > 0 so that
∫
e f dν ≤ CEρ(f) for any f ∈ M0(X,Σ, ν).

For such a Banach function space the Köthe dual is defined to be the
space Lρ

′(X,Σ, ν) = {f ∈ M0(X,Σ, ν) : fg ∈ L1(X,Σ, ν) for all g ∈
Lρ(X,Σ, ν)}, with the canonical norm being given by

∥f∥ρ′ = sup{
∫

|fg| dν : g ∈ Lρ(X,Σ, ν), ∥g∥ρ ≤ 1}.

The additional regularity criteria ensure that ρ′ is in fact a Banach func-
tion norm, and Lρ

′(X,Σ, ν) the corresponding Banach function space.
Whenever referring to Banach function spaces in the ensuing text, we
shall generally assume that each of [F1] – [F7] holds.

However our objective here is not to do a detailed study of Banach
function spaces. Instead we will show that for any Young function Φ,
LΦ(M, τ) is the noncommutative Köthe dual of LΦ∗(M, τ), in the sense
that as linear spaces LΦ(M, τ) = {f ∈ M̃ : fg ∈ L1(M, τ) for all g ∈
LΦ∗(M, τ)}, with ∥f∥OΦ = sup{τ(|fg|)| : g ∈ LΦ∗(M, τ), ∥g∥Φ ≤ 1}. In
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proving this, we will also show that the Luxemburg-Nakano and Orlicz
norms are equivalent.

Proposition 5.46. Let Φ be a Young function.
(a) For any g ∈ M̃, the following are equivalent:

(i) gf ∈ L1(M, τ) for every f ∈ LΦ(M, τ);
(ii) fg ∈ L1(M, τ) for every f ∈ LΦ(M, τ);
(iii) sup{τ(|gf |) : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1} < ∞.

(b) Given some g ∈ M̃ satisfying the condition that fg ∈ L1(M, τ)
for every f ∈ LΦ(M, τ), we have that

sup{τ(|fg|) : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}
= sup{|τ(fg)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}
= sup{|τ(gf)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}
= sup{τ(|gf |)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}

Moreover if g is as before and additionally g ≥ 0, then we also
have that

sup{|τ(fg)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}
= sup{τ(fg) : f ∈ LΦ(M, τ), f ≥ 0, τ(Φ(f)) ≤ 1} .

Proof. We first prove the equivalence of (i) and (ii) in part (a). The
proofs being similar, we only prove that (i)⇒(ii). Suppose (i) holds and
let g∗ = u|g∗| be the polar decomposition of g∗. For any f ∈ LΦ(M, τ), |f |
will of course also belong to LΦ(M, τ). Moreover since mu|f | ≤ m|f |, it is
clear from Corollary 5.36, that in fact u|f | ∈ LΦ(M, τ). But then we must
by hypothesis have that g(u|f |) = (|g∗|u∗)(u|f |) = |g∗| |f | ∈ L1(M, τ).
On taking the adjoint, it follows that |f | |g∗| ∈ L1(M, τ). Let v be the
partial isometry in the polar decomposition f = v|f | of f. Since L1(M, τ)
is an L∞(M, τ)-bimodule, it follows that fg = v|f | |g∗|u∗ ∈ L1(M, τ) as
required.

Having established the equivalence of (i) and (ii), the first half of part
(b) now follows by same argument used in Corollary 5.42. We next prove
the second part of (b). Let f ∈ LΦ(M, τ) be given with τ(Φ(|f |)) ≤ 1. We
remind the reader that this condition is equivalent to requiring ∥f∥Φ ≤ 1
(see Lemma 5.40).
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It is clear that

sup{τ(fg) : f ∈ LΦ(M, τ), f = f∗, τ(Φ(f)) ≤ 1}
≤ sup{|τ(fg)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}.

We prove that equality holds. Let f0 ∈ LΦ(M, τ) satisfies τ(Φ(|f0|)) ≤ 1.
For some α ∈ R, we have that τ(eiαf0g) = |τ(f0g)|. Since for Im(eiαf0)
we have that τ(Im(eiαf0)g) = τ(g1/2 Im(eiαf0)g1/2) ∈ R (and similarly
τ(Im(eiαf0)g) ∈ R), the equality τ(eiαf0g) = |τ(f0g)| ensures that

τ(Im(eiαf0)g) = Im(τ(eiαf0g)) = 0.

Moreover ∥ Re(eiαf0)∥Φ ≤ 1
2(∥eiαf0∥Φ + ∥(eiαf0)∗∥Φ) = ∥f0∥Φ. This in-

equality combined with Lemma 5.40 and the fact that τ(Φ(|f0|)) ≤ 1,
ensures that τ(Φ(| Re(eiαf0)|)) ≤ 1. Therefore |τ(f0g)| = τ(Re(eiαf0)g) ≤
sup{τ(fg) : f ∈ LΦ(M, τ), f = f∗, τ(Φ(f)) ≤ 1}. It is now clear that

sup{|τ(fg)| : f ∈ LΦ(M, τ), τ(Φ(|f |)) ≤ 1}
= sup{τ(fg) : f ∈ LΦ(M, τ), f = f∗, τ(Φ(|f |)) ≤ 1}.

As in Remark 5.10 we now set f+ = fχ[0,∞)(f) and f− = −fχ(−∞,0)(f).
Recall that for f+ and f− we have that f± ≥ 0, f = f+ − f− and
|f | = f+ + f−, with mf± ≤ mf . It is now an exercise to use Corol-
lary 5.36 to show that this last fact ensures that f± ∈ LΦ(M, τ) with
∥f±∥Φ = ∥mf±∥Φ ≤ ∥mf∥Φ = ∥f∥Φ ≤ 1. It now follows from Theorem
5.22 that τ((f+)g) = τ(g1/2(f+)g1/2) ≥ 0 and similarly that τ((f−)g) ≥ 0.
Suppose that τ((f+)g) ≥ τ((f−)g). Then |τ(fg)| = |τ((f+)g)−τ((f−)g)| ≤
τ((f+)g). This then shows that

sup{τ(fg) : f ∈ LΦ(M, τ), f = f∗, τ(Φ(|f |)) ≤ 1}
= sup{τ(fg) : f ∈ LΦ(M, τ), f ≥ 0, τ(Φ(f)) ≤ 1},

which together with the previous centred equality, proves the second part
of (b).

It remains to prove the equivalence of (i) and (iii). The implication
(iii)⇒(i) is obvious. Hence we pass to showing that (i)⇒(iii). Suppose
by way of contradiction that for some fixed g ∈ M̃, (i) holds, but that
(iii) fails. Let g = u|g| be the polar decomposition of g. We clearly have
that |g|f = u∗gf ∈ L1(M, τ) for any f ∈ LΦ(M, τ). Since in addition
|gf | = | |g|f | for any f ∈ LΦ(M, τ), it follows that we may assume that
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g ≥ 0. By the second part of (b) and the assumption regarding (iii), we
then have that sup{τ(fg) : f ∈ LΦ(M, τ), f ≥ 0, τ(Φ(f)) ≤ 1} = ∞.

On taking note of Lemma 5.40, we may then select a sequence (fn)
of positive elements in the unit ball of LΦ(M, τ), such that τ(gfn) > n3

for each n ∈ N. The formal sum f0 = ∑∞
n=1 n

−2fn converges absolutely in
LΦ(M, τ), and since this space is known to be a Banach space, f0 must cor-
respond to a well-defined element of LΦ(M, τ). So we must have that gf0 ∈
L1(M, τ), and hence that τ(gf0) < ∞. Since f0 = supN

∑N
n=1 n

−2fn, we
clearly have that f0 ≥ n−2fn for any n ∈ N. But by Theorem 5.22, this re-
sults in the situation that τ(gf0) = τ(g1/2f0g

1/2f0) ≥ n−2τ(g1/2fng
1/2) =

n−2τ(gfn) > n for any n. This is a clear contradiction. So (iii) must hold,
if one of (ii) or (i) holds. □

We need one more technical fact — important in its own right —
before we are ready to prove the promised Köthe duality for the Orlicz
spaces LΦ(M, τ).

Lemma 5.47. Let Φ be a Young function. We may formally extend
the norms ∥ · ∥Φ and ∥ · ∥OΦ to possibly infinite-valued quantities on M̃,
by applying exactly the same prescriptions as those given in Definition
5.35. Denote these extensions by ρΦ and ρOΦ respectively. Given f0, f1 ∈
{f ∈ M̃ : fg ∈ L1(M, τ), g ∈ LΦ∗(M, τ)} with 0 ≤ f0 ≤ f1, we have
that ρΦ(f0) ≤ ρΦ(f1) and ρOΦ(f0) ≤ ρOΦ(f1). More generally if (fα) ⊆ {f ∈
M̃ : fg ∈ L1(M, τ), g ∈ LΦ∗(M, τ)} is a net of positive elements increas-
ing to f0 ∈ {f ∈ M̃ : fg ∈ L1(M, τ), g ∈ LΦ∗(M, τ)}, then (ρΦ(fα)) and
(ρOΦ(fα)) respectively increase to ρΦ(f0) and ρOΦ(f0).

Proof. We use the same notation ρΦ for the analogue of ρΦ on
M+

0 [0,∞) — the cone of non-negative finite almost everywhere Borel-
measurable functions on [0,∞). The same argument used to prove Corol-
lary 5.36, then suffices to prove that ρΦ(f) = ρΦ(mf ). If therefore we
consider part (iii) of Proposition 4.12 alongside this fact, it is clear that in
the case of the Luxemburg-Nakano norm, the claim follows from the corre-
sponding fact for classical Orlicz spaces. We therefore need only prove the
claim regarding the quantity ρOΦ . Let f0, f1 ∈ {f ∈ M̃ : fg ∈ L1(M, τ), g ∈
LΦ∗(M, τ)} and g0 ∈ LΨ∗(M, τ) be given with g0 ≥ 0 and 0 ≤ f0 ≤ f1.
By Proposition 5.46, we may apply Theorem 5.22 to the products f0g0
and f1g0, to see that τ(f0g0) = τ(g1/2

0 f0g
1/2
0 ) ≤ τ(g1/2

0 f1g
1/2
0 ) = τ(f1g0).

The fact that ρOΦ(f0) ≤ ρOΦ(f1) then follows from the final claim of part
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(b) of Proposition 5.46. Now suppose we are given a net (fα) ⊆ {f ∈
M̃ : fg ∈ L1(M, τ), g ∈ LΦ∗(M, τ)} of positive elements increasing to
f0 ∈ {f ∈ M̃ : fg ∈ L1(M, τ), g ∈ LΦ∗(M, τ)}. It is clear from what we
just proved, that supα ρOΦ(fα) ≤ ρOΦ(f0). It remains to prove the converse
inequality.

LetN ∈ (0, ρOΦ(f0)) be given. By part (b) of Proposition 5.46, ρOΦ(f0) =
sup{τ(f0g) : g ∈ LΦ∗(M, τ), g ≥ 0, τ(Φ(g)) ≤ 1}. We may therefore select
g0 ∈ LΦ∗(M, τ) with g0 ≥ 0 and τ(Φ(g0)) ≤ 1, so that τ(f0g0) > N. Now
notice that g1/2

0 fαg
1/2
0 increases to g

1/2
0 f0g

1/2
0 . By Proposition 4.17, we

will then have that supα τ(fαg0) = supα τ(g
1/2
0 fαg

1/2
0 ) = τ(g1/2

0 f0g
1/2
0 ) =

τ(f0g0). So there must exist an α such that τ(fαg0) > N , whence ρOΦ(fα) >
N. SinceN ∈ (0, ρOΦ(f0)) was arbitrary, we have that supα ρOΦ(fα) ≥ ρOΦ(f0)
as required. □

Theorem 5.48. Let Φ be a Young function. For any f ∈ M̃ we
have that sup{τ(|fg|) : g ∈ LΦ∗(M, τ), ∥g∥∗

Φ ≤ 1} < ∞ if and only if
f ∈ LΦ(M, τ), in which case ∥f∥Φ ≤ ∥f∥OΦ ≤ 2∥f∥Φ. This in particular
ensures that LΦ(M, τ) is the Köthe dual of LΦ∗(M, τ).

Proof. We saw in Proposition 5.41 that ∥f∥OΦ ≤ 2∥f∥Φ for f ∈
LΦ(M, τ). Notice that by Lemma 5.40, we then have that sup{τ(|fg|) : g ∈
LΦ(M, τ), ∥g∥∗

Φ ≤ 1} = ∥f∥OΦ < ∞. If therefore we are able to show that
the condition sup{τ(|fg|) : g ∈ LΦ(M, τ), ∥g∥∗

Φ ≤ 1} < ∞ ensures that
f ∈ LΦ(M, τ), and that in this case ∥f∥Φ ≤ ∥f∥OΦ , we will be done. We
may clearly assume that f ̸= 0.

Hence let f ∈ M̃ be given with sup{τ(|fg|) : g ∈ LΦ(M, τ), ∥g∥∗
Φ ≤

1} < ∞. Recall that this is equivalent to requiring that f ∈ {a ∈ M̃ : ag ∈
L1(M, τ), g ∈ LΦ∗(M, τ)}. Note that |fg| = | |f |g| for any g ∈ LΦ(M, τ).
On considering this fact alongside Corollary 5.43, it is clear that we may
assume that f = |f |. Having made this assumption, we will actually
prove that ρΦ(f) ≤ ρOΦ(f). Since by Proposition 5.46 ρOΦ is finite on {a ∈
M̃ : ag ∈ L1(M, τ), g ∈ LΦ∗(M, τ)}, this will force ρΦ(f) < ∞, which
ensures that f ∈ LΦ(M, τ). Since then ρΦ(f) = ∥f∥Φ and ρOΦ(f) = ∥f∥OΦ ,
that will prove the theorem.

Recall that any positive measurable function may be written as the
increasing limit of a sequence of positive simple functions. If we combine
this fact with the Borel functional calculus, it is clear that f may written
as an increasing limit of a sequence of operators (fN ) – all commuting
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with f – of the form ∑n
k=1 αkek where the αk’s are positive real num-

bers, and the ek’s mutually orthogonal projections. This ensures that in
addition f2

N ≤ f2 for every N , and hence that |fNg|2 ≤ |fg|2 for every
g ∈ LΦ∗(M, τ). Taking square roots preserves the order, and hence for
any g ∈ LΦ∗(M, τ), τ(|fNg|) ≤ τ(|fg|) < ∞. So (fN ) ⊆ {a ∈ M̃ : ag ∈
L1(M, τ), g ∈ LΦ∗(M, τ)}. By Lemma 5.47, we may therefore pass to the
case where f = ∑n

k=1 αkek, with the ek’s non-zero mutually orthogonal
projections, and the αk’s positive. The projection e1 ∈ M may in turn be
written as the supremum of an increasing net (eβ) of subprojections of e1
with finite trace. (See the proof of Corollary 5.21 for justification of this
claim.) The operators fβ = eβf = α1eβ +∑n

k=2 αkek therefore increase
to f. Since τ(|fβ|) = τ(|eβfg| ≤ τ(|fg|), we may argue as before to see
that we may assume that τ(e1) < ∞. On inductively applying the same
argument to each of the ek’s, it is now clear that we may in fact assume
that each of the ek’s have finite trace.

For some γ > 0, we will have that τ(Φ∗(γe1)) = Φ∗(γ)τ(e1) ≤ 1. This
ensures that 0 < α1γτ(e1) = τ(|f(γe1)|) ≤ ρOΦ(f). We may now rescale f
to pass to the case where ρOΦ(f) = 1. It is then incumbent on us to show
that ρΦ(f) ≤ 1. By the definition of ρΦ, this will follow once we prove that
τ(Φ(γf)) ≤ 1 for any γ ∈ (0, 1).

We first claim that f ≤ bΦ
∑n
k=1 ek. This is of course trivial if bΦ = ∞,

so assume that bΦ < ∞. The claimed operator inequality will hold if for
each k, αk ≤ bΦ. So if f ≤ bΦ1 were not true, there must then exist some
k0 and some ϵ > 0, such that αk0 ≥ bΦ + ϵ. Now consider the operator
h = (bΦτ(ek0))−1ek0 . We may then use part (a) of Remark 5.30 to see that
τ(Φ∗(h)) ≤ bΦτ((bΦτ(ek0))−1ek0) ≤ 1. But this would force

ρOΦ(f) ≥ τ(|fh|) = (bΦτ(ek0))−1τ(αk0ek0) = αk0

bΦ
≥ bΦ + ϵ

bΦ
> 1,

which contradicts our assumption that ρOΦ(f) = 1. Hence the claimed
operator inequality holds. Since for any 0 < γ < 1, we have Φ(γbΦ) < ∞,
this in turn ensures that τ(Φ(γf)) ≤ Φ(γbΦ)τ(∑n

k=1 ek) < ∞. (Recall that
by Remark 4.15, this forces Φ(γf) ∈ M̃.)

Now let γ ∈ (0, 1) be given. Recall that Φ is of the form Φ(t) =∫ t
0 ϕ(s) ds for some non-negative left-continuous non-decreasing function
ϕ on [0,∞), which is infinite-valued on (bΦ,∞), but neither identically 0
nor infinite-valued on all of (0,∞). Since ϕ is bounded and increasing on
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[0, γbΦ], the Borel functional calculus ensures that g = ϕ(γf) is a well-
defined element of M, supported on ∑n

k=1 ek. However more is true. Sup-
pose we are given 0 ≤ s, t < ∞ with s = ϕ(t). It then follows from the
equality criteria for the Hausdorff-Young inequality (see part (b) of Re-
mark 5.30), that Φ∗(ϕ(t)) = tϕ(t) − Φ(t) ≤ tϕ(t). Thus if ϕ is bounded on
some interval [0, r], then so is Φ∗ ◦ ϕ. Now recall that ϕ is non-decreasing
and finite-valued on [0, bΦ), and that by construction, γ∥f∥∞ < bΦ. This
ensures that ϕ, and therefore also Φ∗ ◦ ϕ, is bounded on [0, γ∥f∥∞]. It
therefore follows that Φ∗ ◦ ϕ(γf) = Φ∗(g) ∈ M.

Since the operators Φ(γf) and Φ∗(g) are commuting operators affili-
ated to the von Neumann algebra generated by the spectral projections of
f , we may apply the Borel functional calculus for f to the equality criteria
for the Hausdorff-Young inequality (see part (b) of Remark 5.30), to see
that γfg = Φ(f) + Φ∗(g). All operators in this expression belong to M̃+,
and hence we may apply the trace to see that

τ(γfg) = τ(Φ(γf)) + τ(Φ∗(g)). (5.1)
We have already seen that τ(Φ(γf)) < ∞. Since by construction ϕ(γf) ≤
ϕ(γ∥f∥∞)∑n

k=1 ek, we also have 0 ≤ γfg ≤ ϕ(γ∥f∥∞)γ∥f∥∞
∑n
k=1 ek,

and hence τ(γfg) < ∞. Thus by equation (5.1), we must have that
τ(Φ∗(g)) is also finite. But then g ∈ LΦ∗(M, τ). By the definition of ρOΦ ,
we then have that τ(γfg) ≤ ρOΦ(γf)∥g∥Φ∗ ≤ ∥g∥Φ∗ . We now use Lemma
5.40 to see that

τ(γfg) ≤ ∥g∥Φ∗ ≤ max(1, τ(Φ∗(g))) ≤ 1 + τ(Φ∗(g)). (5.2)
On considering equations (5.1) and (5.2) alongside each other, the fact
that all terms are finite, ensures that τ(Φ(γf)) ≤ 1. This proves that f ∈
LΦ(M, τ). However since γ ∈ (0, 1) was arbitrary, we also have ∥f∥Φ ≤ 1,
as required. □

Exercise 5.49. Show that the space L log(L+1)(M, τ) is isomorphic
to the Köthe dual of Lcosh −1(M, τ). (Here L log(L+1)(M, τ) is the space
produced by the Young function t 7→ t log(t+ 1).)

5.2.2 The Orlicz spaces L1 ∩ L∞ and L1 + L∞

We close this very brief introduction to Orlicz spaces, with a description
of the spaces L1 ∩ L∞ and L1 + L∞. Both of these will be shown to be
Orlicz spaces. We will in particular also see that these spaces in a very
real sense represent the smallest and largest of all Orlicz spaces. For this
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we will need the concept of a fundamental function of a rearrangement
invariant Banach function space. For our purposes it is enough to at this
point restrict attention to the measure space ((0,∞),B(0,∞)) equipped
with Lebesgue measure.

Definition 5.50. Given a rearrangement invariant Banach function
space Lρ(0,∞), define the associated fundamental function fρ : [0,∞) →
[0,∞) by the prescription that fρ(t) = ∥χE∥ρ, where E is a Borel set with
measure t.

Any two Borel sets E1 and E2 with the same finite measure will have
the same decreasing rearrangement. It is therefore the rearrangement
invariance of the space Lρ(0,∞) that ensures that fρ is well-defined. We
proceed to list the basic properties of fρ. We will merely sketch the proof.
Readers who wish to have full details, may refer to section II.5 of [BS88].

Proposition 5.51. Let Lρ(0,∞) be a rearrangement invariant Ba-
nach function space, and Lρ

′(0,∞) its Köthe dual. Both fρ and fρ′ are
so called quasiconcave functions, meaning that they are non-decreasing,
continuous on (0,∞), zero-valued at precisely 0, and with both t 7→ fρ(t)

t

and t 7→ fρ′ (t)
t non-increasing on (0,∞). In addition fρ(t) fρ′(t) = t for any

t ≥ 0.

Sketch of proof. We shall not prove the final statement, but will
merely indicate how that statement may be used to prove the rest of the
claims. We firstly note that the non-degeneracy of the norm
∥ · ∥ρ ensures that fρ is zero-valued at precisely 0. If 0 ≤ t0 ≤ t1, then
χ[0,t0] ≤ χ[0,t1]. It then follows from property [F4] in subsection 5.2.1, that
fρ(t0) = ∥χ[0,t0]∥ρ ≤ ∥χ[0,t1]∥ρ = fρ(t1). The fact that t 7→ fρ(t)

t is non-
increasing, follows from the final claim combined with the fact that fρ′

is non-decreasing. To see that fρ is continuous, observe that it is a non-
decreasing function which cannot have any jump discontinuities on (0,∞),
since a jump discontinuity at a point t0 > 0, would mean that t 7→ fρ(t)

t
fails to be non-increasing at that point. □

Remark 5.52. We pause to note that the “converse” of Proposition
5.51 is also true in that every quasi-concave function f appears as the
fundamental function of some rearrangement invariant Banach function
space. (See [BS88, Proposition II.5.8].)
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Let us now apply the above ideas to the classical Orlicz space LΦ(0,∞).
Both the Luxemburg-Nakano and Orlicz norms turn out to be rearrange-
ment invariant Banach function norms. (See section IV.8 of [BS88] for
details.) For the Luxemburg-Nakano norm the rearrangement invariance
follows from Corollary 5.36. The fundamental function corresponding to
the Luxemburg-Nakano and Orlicz norms, will respectively be denoted
by fΦ and fΦ. We have the following very elegant formulae for these two
fundamental functions:

Proposition 5.53. Let Φ be a Young function. The fundamental func-
tion corresponding to the Luxemburg-Nakano norm for the space LΦ(0,∞)
is given by the formula fΦ(t) = 1

Φ−1(1/t) , and the one corresponding to the
Orlicz norm of the same space by the formula fΦ(t) = t(Φ∗)−1(1/t). (Here
Φ−1 and (Φ∗)−1 are as in part (d) of Remark 5.30.)

Proof. It is clear from the definition that fΦ(0) = 0. Now let E be
a Borel set of non-zero finite measure. First note that for any 0 < α <
bΦ, the continuous functional calculus (applied to L∞(0,∞)) ensures that
Φ(αχE) = Φ(α)χE , and hence that∫

Φ(αχE) dm(t) = Φ(α)
∫
χE dm(t) = Φ(α)m(E).

It is therefore clear that χE ∈ LΦ(0,∞). To see the claim regarding fΦ,
we may use the above equality to see that

∥χE∥Φ = inf{ϵ > 0: Φ
(1
ϵ

)∫
χE dm(t) ≤ 1}

= inf
{
ϵ > 0: Φ

(1
ϵ

)
≤
(∫

χE dm(t)
)−1

}

=
[
sup

{
γ > 0: Φ(γ) ≤ 1∫

χE dm(t)

}]−1

= 1
Φ−1(1/

∫
χE dm(t)) .

We therefore have that fΦ(t) = 1
Φ−1(1/t) for all t > 0 as required.

The claim regarding fΦ follows from the fact that the fundamen-
tal function of the Köthe dual of LΦ∗(0,∞) must satisfy the relation
fΦ(t) fΦ∗(t) = t. □



Lp spaces — semifinite case 181

Proposition 5.54. Let Φ1 and Φ2 be Young functions. Algebraically
the Orlicz space LΦ1∨Φ2(M, τ) agrees with LΦ1(M, τ) ∩LΦ2(M, τ). (Here
Φ1 ∨ Φ2 is the Young function (Φ1 ∨ Φ2)(t) = max(Φ1(t),Φ2(t)).

Proof. If f ∈ LΦ1∨Φ2(M, τ), then by definition there exists α > 0 so
that τ(Φ1 ∨ Φ2(α|a|)) < ∞. Since Φ1 ∨ Φ2 majorises both Φ1 and Φ2, it is
clear that we then also have that τ(Φ1(α|a|)) < ∞ and τ(Φ2(α|a|)) < ∞.

Conversely if f ∈ LΦ1(M, τ) ∩LΦ2(M, τ), there must exist α1, α2 > 0
so that τ(Φ1(α1|a|)) < ∞ and τ(Φ2(α2|a|)) < ∞. For α = min(α1, α2) we
will then clearly have that τ(Φ1(α|a|)+Φ2(α|a|)) < ∞. Since the function
Φ1+Φ2 majorises Φ1 ∨Φ2, we will then also have that τ((Φ1 ∨Φ2)(α|a|)) <
∞, as required. □

We now apply the above to show that the spaces (L1 ∩L∞)(M, τ) and
(L1 + L∞)(M, τ) may be realised as Orlicz spaces

Proposition 5.55. L1(M, τ) ∩ L∞(M, τ) is an Orlicz space corre-
sponding to the Young function

Φ1∩∞(t) =
{
t if 0 ≤ t ≤ 1
∞ otherwise .

L1(M, τ) + L∞(M, τ) is an Orlicz space corresponding to the conjugate
Young function Φ1+∞ = Φ∗

1∩∞, which is given by

Φ1+∞(t) =
{ 0 if 0 ≤ t ≤ 1
t− 1 otherwise .

Convention: When considered as Orlicz spaces, we write L1∩∞(M, τ)
for L1(M, τ) ∩ L∞(M, τ), and L1+∞(M, τ) for L1(M, τ) + L∞(M, τ).

Proof. The Young function generating L1(M, τ) is clearly Φ(t) = t.
Hence, the fact that L1(M, τ)∩L∞(M, τ) is an Orlicz space corresponding
to the given Young function is a consequence of Exercise 5.38 and the
preceding Proposition.

We pass to the claim regarding L1(M, τ) + L∞(M, τ). The fact that
Φ1+∞ = Φ∗

1∩∞ is as stated, is left as an exercise. If f ∈ L1(M, τ),
we will clearly have that τ(Φ1+∞(|f |)) ≤ τ(|f |) < ∞. If on the other
hand f ∈ L∞(M, τ), then by the definition of Φ1+∞, we will have that
Φ1+∞(∥f∥−1

∞ |f |) = 0. This then in turn ensures that LΦ1+∞(M, τ) con-
tains L1(M, τ) + L∞(M, τ). Conversely suppose that f ∈ LΦ1+∞(M, τ),
and let α > 0 be given such that τ(Φ1+∞(α|f |)) < ∞.Next observe that on
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applying the Borel functional calculus to the definition of Φ1+∞, we have
that Φ1+∞(α|f |) = (α|f | − 1)χ(1,∞)(α|f |). So requiring τ(Φ1+∞(α|f |)) <
∞, is the same as requiring (α|f | − 1)χ(1,∞)(α|f |) ∈ L1(M, τ). Since
(α|f |−1)χ[0,1](α|f |) ∈ L∞(M, τ), we therefore clearly have that α|f |−1 ∈
L1(M, τ) + L∞(M, τ) and hence that f ∈ L1(M, τ) + L∞(M, τ). □

Remark 5.56. If we apply Proposition 5.53 to the above Proposi-
tion, it follows that the fundamental function of the space L1∩∞(0,∞)
corresponding to the Luxemburg-Nakano norm, is given by f1∩∞(t) =
max(1, t). By the final claim in Proposition 5.51 fundamental function
of the space L1+∞(0,∞) corresponding to the Orlicz norm, is given by
f1+∞(t) = min(1, t).

To compute the norms of L1∩∞(M, τ) and L1+∞(M, τ), we shall need
the following result

Theorem 5.57. For any f ∈ (L1 +L∞)(M, τ) and any t > 0, we have
that

inf{∥f1∥1 + t∥f∞∥∞ : f = f1 + f∞, f1 ∈ L1(M, τ), f∞ ∈ L∞(M, τ)}

=
∫ t

0
mf (s) ds.

In particular for each f ∈ (L1 +L∞)(M, τ),
∫ t

0 mf (s) ds is then finite for
each t > 0

Proof. Let f ∈ (L1 + L∞)(M, τ) be given and let f = f1 + f∞ be
an arbitrary decomposition of f with f1 ∈ L1(M, τ) and f∞ ∈ L∞(M, τ).
For 0 < α < 1 and s > 0, it follows from Proposition 4.12 that mf (s) ≤
mf1(αs)+mf∞((1−α)s) ≤ mf1(αs)+∥f∞∥∞. We may then apply Propo-
sition 4.13, to see that∫ t

0
mf (s) ds =

∫ t

0
mf1(αs) ds+ t∥f∞∥∞

≤
∫ ∞

0
mf1(αs) ds+ t∥f∞∥∞

= α−1
∫ ∞

0
mf1(r) dr + t∥f∞∥∞

= α−1∥f1∥1 + t∥f∞∥∞.

On letting α increase to 1, it will follow that
∫ t

0 mf (s) ds ≤ ∥f1∥1+t∥f∞∥∞.
We may then take the infimum over all decompositions of f as a sum of
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elements from L1(M, τ) and L∞(M, τ), to see that∫ t

0
mf (s) ds ≤ inf{∥f1∥1 + t∥f∞∥∞ : f = f1 + f∞,

f1 ∈ L1(M, τ), f∞ ∈ L∞(M, τ)}.
This clearly also proves the final claim.

To prove the converse inequality, let f = u|f | be the polar form of f ,
and let |f | =

∫∞
0 λ deλ be the spectral decomposition of |f |. For a fixed

t > 0 we set α = mf (t), and then define f1 and f∞ by

f1 = u

∫ ∞

α
(λ− α) deλ and f∞ = f − f1.

Since
g(λ) =

{ 0 if 0 ≤ λ ≤ α
λ− α if λ ≥ α

is a continuous increasing function with |f1| =
∫∞

0 (λ− α) deλ = g(|f |), it
follows from Proposition 4.12 that

mf1(s) = g(mf (s)) =
{

mf (s) − α if 0 < s < t
0 if s ≥ t

For f∞ we clearly have that

f∞ = f − f1 = u

∫ ∞

0
λ deλ − u

∫ ∞

α
αdeλ = u

∫ α

0
λ deλ,

and hence that f∞ ∈ L∞(M, τ) with ∥f∞∥∞ ≤ α. It therefore follows that

∥f1∥1 + t∥f∞∥∞ ≤
∫ ∞

0
mf1(s) ds+ tα

=
∫ t

0
(mf (s) − α) ds+ tα

=
∫ t

0
mf (s) ds.

Since
∫ t

0 mf (s) ds must be finite, this also proves that f1 ∈ L1(M, τ),
which then proves the theorem. □

It is a classical fact that if two Banach spaces X0 and X1 canonically
embed into a Hausdorff topological vector space in such a way that one can
give meaning to X0 ∩X1 and X0 +X1, that these spaces become Banach
spaces when respectively equipped with the norms max(∥x∥0, ∥x∥1) and
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inf{∥x0∥0 + ∥x1∥1 : x = x0 + x1, x0 ∈ X0, x1 ∈ X1}. In the following theo-
rem we show how for the pair (L1∩∞(M, τ), L1+∞(M, τ)), these natural
norms on L1∩∞(M, τ) and L1+∞(M, τ) may be realised as Luxemburg-
Nakano and Orlicz norms. We will denote these natural norms by ∥ ·∥1∩∞
and ∥ · ∥1+∞ respectively.

Theorem 5.58. For the spaces L1∩∞(M, τ) and L1+∞(M, τ), the nat-
ural norms on these spaces respectively agree with the Luxemburg-Nakano
and Orlicz norms. The spaces L1∩∞(M, τ) and L1+∞(M, τ) are there-
fore Köthe duals of each other. The norm for L1∩∞(M, τ) is given by
∥f∥1∩∞ = max(∥f∥1, ∥f∥∞), and for L1+∞(M, τ) by ∥f∥1+∞ =

∫ 1
0 mf (s) ds.

Proof. We start with proving that the Luxemburg-Nakano norm
on L1(M, τ) ∩ L∞(M, τ) is as stated. Let f ∈ L1(M, τ) ∩ L∞(M, τ)
be given and consider ϵ = max(∥f∥1, ∥f∥∞). We then clearly have that
∥ϵ−1|f | ∥∞ ≤ 1, which ensures that Φ1∩∞(ϵ−1|f |) = ϵ−1|f |. Hence

τ(Φ1∩∞(ϵ−1|f |)) = τ(ϵ−1|f |) = ϵ−1∥f∥1 ≤ 1.
This ensures that ∥f∥1∩∞ ≤ max(∥f∥1, ∥f∥∞).

Now suppose that ϵ < max(∥f∥1, ∥f∥∞). Then one of ϵ < ∥f∥1, or ϵ <
∥f∥∞ must hold. If ϵ < ∥f∥∞, then for γ = ∥f∥∞

ϵ , the spectral projection
χ(1,γ](ϵ−1|f |) must be non-zero. Since ϵ−1|f | ≥ ϵ−1|f |χ(1,γ](ϵ−1|f |) with
Φ1∩∞(ϵ−1|f |χ(1,γ](ϵ−1|f |)) = ∞.χ(1,γ](ϵ−1|f |)), we must then have that
τ(Φ1∩∞(ϵ−1|f |)) = ∞. Now suppose that ∥f∥∞ ≤ ϵ, but that ∥f∥1 > ϵ.
Since in this case ∥ϵ−1|f | ∥∞ ≤ 1, we will have that Φ1∩∞(ϵ−1|f |) = ϵ−1|f |,
which then ensures that τ(Φ1∩∞(ϵ−1|f |)) = τ(ϵ−1|f |) = ϵ−1∥f∥1 > 1.
We must therefore have that ∥f∥1∩∞ ≥ ϵ, and hence that ∥f∥1∩∞ ≥
max(∥f∥1, ∥f∥∞) as required.

We now use the above and Remark 5.56 to prove the claims regarding
L1+∞(M, τ). Let f ∈ L1+∞(M, τ) be given and suppose that f = f1+f∞,
where f1 ∈ L1(M, τ) and f∞ ∈ L∞(M, τ). Given any g ∈ L1∩∞(M, τ)
with ∥g∥1∩∞ ≤ 1, we may then select partial isometries u and v so that
|fg| ≤ u|f1g|u∗ + v|f∞g|v∗ (Lemma 4.2). Therefore

τ(|fg|) ≤ τ(u|f1g|u∗ + v|f∞g|v∗) ≤ τ(|f1g|) + τ(|f∞g|)
≤ ∥f1∥1∥g∥∞ + ∥f∞∥∞∥g∥1 ≤ ∥f1∥1 + ∥f∞∥∞.

On taking the infimum over all decompositions of the form f = f1 + f∞,
we see that τ(|fg|) ≤ ∥f∥1+∞. Now take the supremum over all g’s with
∥g∥1∩∞ ≤ 1, to see that ∥f∥OΦ1+∞

≤ ∥f∥1+∞.
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For the converse notice that by Theorem 5.48, the space L1∩∞(0,∞)
equipped with the norm ∥·∥Φ1∩∞ is the Köthe dual of L1+∞(0,∞) equipped
with the Orlicz norm. It now follows from Theorem 5.57 that

∥f∥1+∞ =
∫ 1

0
mf (s) ds

≤ ∥χ[0,1]∥1∩∞∥mf∥OΦ1+∞

= f1∩∞(1)∥mf∥OΦ1+∞

= ∥mf∥OΦ1+∞

= ∥f∥OΦ1+∞ .

Recall that we already know that ∥f∥OΦ1+∞
≤ ∥f∥1+∞. Hence the norms

are equal as claimed. □

We close this chapter by justifying our earlier claim that L1∩∞(M, τ)
and L1+∞(M, τ) respectively represent the smallest and largest of all Or-
licz spaces.

Theorem 5.59. Let Φ be a Young function. Then L1∩∞(M, τ) ↪→
LΦ(M, τ) ↪→ L1+∞(M, τ) makes sense in the sense that L1∩∞(M, τ)
continuously injects into LΦ(M, τ), and LΦ(M, τ) continuously injects
into L1+∞(M, τ).

Proof. By definition Φ is finite-valued on some interval [0, δ]. So by
convexity there must exist some K > 0 so that Φ(t) ≤ Kt for all t ∈ [0, δ].
Equivalently Φ(δt) ≤ Kδt for all t ∈ [0, 1]. It then clearly follows that
Φ(δt) ≤ (Kδ)Φ1∩∞(t) for all t ≥ 0. We may of course assume that Kδ ≥ 1.
The fact that Φ1∩∞ is both convex and 0 at 0, then ensures that Φ(δt) ≤
(Kδ)Φ1∩∞(t) ≤ Φ1∩∞(Kδt) for all t ≥ 0. Equivalently Φ(s) ≤ Φ1∩∞(Ks)
for all s ≥ 0. So if for some f ∈ L1∩∞(M, τ) we are given an ϵ > 0 for
which τ(Φ1∩∞(ϵ−1|f |)) ≤ 1, we must then have that τ(Φ((Kϵ)−1|f |)) ≤
τ(Φ1∩∞(ϵ−1|f |)) ≤ 1. This ensures that ∥f∥Φ ≤ K∥f∥1∩∞, proving the
first claim.

For the remaining injection, we show that if the above situation per-
tains, then LΦ∗(M, τ) continuously injects into L1+∞(M, τ). So choose
g ∈ LΦ∗(M, τ) and assume that f is a non-zero element of L1∩∞(M, τ).
Using what we have just proven, it then follows that

τ(|gf |)
∥f∥1∩∞

≤ K
τ(|gf |)
∥f∥Φ

≤ ∥g∥OΦ∗ .
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By the preceding theorem, taking the supremum over all non-zero ele-
ments f of L1∩∞(M, τ), yields the fact that ∥g∥1+∞ ≤ K∥g∥OΦ∗ . Since
g ∈ LΦ∗(M, τ) was arbitrary, we are done. □



CHAPTER 6

Crossed products

In chapter 5 we were introduced to the very elegant theory of Lp and
Orlicz spaces for semifinite algebras. What is very clear from that chapter
is the central role that the algebra of τ -measurable operators played in
that development. In trying to extend that theory to general algebras,
a major difficulty we need to overcome is the fact that many von Neu-
mann algebras do not admit a faithful normal semifinite trace. Hence for
these von Neumann algebras no direct construction of an algebra of τ -
measurable operators is possible. To overcome this challenge we appeal to
the theory of crossed products. Using the theory of crossed products, any
von Neumann algebra may in a canonical way be enlarged to an algebra
which does admit a faithful normal semifinite trace. Via this enlarged
algebra one may then gain access to the technology of τ -measurable oper-
ators. It is this specific aspect that is the focus of our interest in crossed
products. We will therefore in no way attempt to give a comprehensive
introduction to crossed products, but will content ourselves with famil-
iarising the reader with those aspects essential to the theory of Haagerup
Lp-spaces. Throughout this chapter, M will be a von Neumann algebra
acting on a Hilbert space H, and equipped with a faithful normal semifi-
nite weight φ. Readers who wish to get to the nuts and bolts of Haagerup
Lp-spaces as quickly as possible may at a first reading merely familiarise
themselves with the content of Theorems 6.50, 6.62, 6.65, 6.72, 6.74, and
of Propositions 6.61, 6.67, and 6.70, and then move on to chapter 7.

A clear understanding of the fundamentals of Tomita-Takesaki modu-
lar theory, of Connes cocycles, and of conditional expectations and opera-
tor valued weights is absolutely crucial for the theory that will follow. For
that reason we will in the first three sections pause to briefly lay a suitable
foundation regarding these theories, before proceeding with the develop-
ment of the theory of crossed products. Our presentation in section 6.1 of

187
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the foundational material regarding modular automorphism groups bor-
rows very heavily from the matching presentation in [BR87a]. In section
6.2 we present the essentials of Connes cocycles as introduced by Connes in
his famous paper on the classification of type III factors [Con73], with the
bulk of section 6.3 being based on the material introduced by Haagerup in
[Haa79b, Haa79c]. Where no proofs are offered, interested readers will
find proofs of these facts in the indicated references. Didactic expediency
has lead us to for the most part focus on σ-finite von Neumann alge-
bras in our presentation of the theory of modular automorphism groups
in section 6.1. Readers eager to for this section see proofs that hold for
general von Neumann algebras, may wish to consult for example [Tak03a]
and [Str81]. Readers familiar with this theory may of course skip these
sections, and proceed directly to section 6.4.

The material in section 6.4 is for the most part based on similar mate-
rial in [vD78], with section 6.5 borrowing heavily from [Haa78a]. We do
however note that the dual weight construction as presented in Theorem
6.55, extends the dual weight construction as presented by both Haagerup
[Haa78a, Haa78b], and in the context of crossed products with modular
groups, by Terp [Ter81]. Haagerup demonstrated the validity of the dual
weight construction for possibly non-abelian groups, but only considered
faithful and semifinite normal weights. In a more restricted context Terp
managed to demonstrate the validity of Theorem 6.55 for semifinite but
not necessarily faithful normal weights. Theorem 6.55 shows that only
normality is required. The final section is an extension and modification
of similar material in [Ter81].

6.1 Modular automorphism groups

The key ingredient to developing a theory of Lp spaces valid for possi-
bly non-semifinite von Neumann algebras is unquestionably the theory of
modular automorphism groups created by Minoru Tomita and Masamichi
Takesaki. In view of this fact we pause to review the foundational the-
ory regarding modular automorphism groups that we shall need in the
subsequent development of the theory. Although this theory is essential
background for Haagerup Lp-spaces, it is not yet part of the core of that
theory. We shall therefore merely survey the theory rather than prov-
ing all claims from first principles. Our exposition is very strongly based
on the discussion of this material in [BR87a] with some material from
[Tak03a, Haa75b] being added to flesh out the exposition. Readers who
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wish to see detailed proofs may consult these references as well as the very
comprehensive review of modular theory presented in the classic work of
Strătilă [Str81].

Unless otherwise stated, we will for the most part assume that we are
working with a von Neumann algebra M equipped with a faithful normal
state ω. The essence of the theory is easier to convey and formulation of
results simpler in this case. However all results stated have counterparts
which hold for von Neumann algebras equipped with a faithful normal
semifinite weight, rather than a state. This assumption is therefore being
made for purely didactic reasons.

6.1.1 Basic concepts

Recall that when a von Neumann algebra M equipped with a faithful
normal state ω is identified with the GNS representation engendered by
ω, the state ω then becomes a vector state corresponding to a cyclic and
separating vector Ω. The vector Ω is then in fact cyclic and separating
for both M and M′ (See [BR87a, Propositions 2.5.3 and 2.5.6]). We
may now use this vector to define antilinear operators S0 and F0 on dense
subspaces of H, by means of the prescriptions

S0(aΩ) = a∗Ω, F0(a′Ω) = a′∗Ω,
where a ∈ M and a′ ∈ M′.

Remark 6.1. In the case where we have a normal semifinite weight
ψ rather than a state, the Hilbert space Hψ in the GNS-construction for
the pair (M, ψ) is constructed from the quotient space nψ/Nψ, where
Nψ ⊆ nψ is the left-ideal Nψ = {x ∈ M : ψ(x∗x) = 0}. This quotient
space becomes a pre-Hilbert space when equipped with the inner product
⟨x+Nψ, y+Nψ⟩ = ψ(y∗x) (x, y ∈ nψ). The Hilbert space Hψ is then just
the completion of this pre-Hilbert space with respect to the inner-product
topology, with the prescription ηψ : x 7→ x+Nψ (x ∈ nψ) defining a dense
embedding of nψ into Hψ. As in the state case there is a representation of
M as a subalgebra of B(Hψ) realised by a *-homomorphism πψ : M →
B(Hψ) satisfying ⟨πψ(a)η(b), η(c)⟩ = ψ(c∗ab) and πψ(a)η(b) = η(ab) for
all a ∈ M and b, c ∈ nψ. The triple (ψ,Hψ, ηψ) is referred to as a semi-
cyclic representation. Since in this case 1 ̸∈ nψ, it is clear that in this
case the GNS construction corresponding to ψ cannot yield a cyclic and
separating vector realising ψ as a state. In the case where we are dealing
with a faithful normal semifinite weight φ, this construction is somewhat
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simpler, as the faithfulness of φ then ensures that Nφ = {0} and that πφ
is a *-isomorphism.

Despite the absence of a cyclic and separating vector, one may never-
theless still develop a modular theory that closely rivals that of the σ-finite
setting. The primary ingredient one needs is a subspace of Hφ which ad-
mits an involutive structure that we can use to define an analogue of the
operators S and F. The subspace η(nφ ∩ n∗

φ) turns out to be just such
a subspace. We may specifically equip this subspace with product and
involution operations defined by the prescriptions

ηφ(x)ηφ(y) = ηφ(xy)
ηφ(x)♯ = ηφ(x∗)

for all x, y ∈ (nφ ∩ n∗
φ). Equipped with this structure ηφ(nφ ∩ n∗

φ) then be-
comes a so-called full left-Hilbert algebra [Tak03a, Theorem VII.2.6]. The
completion of this full left-Hilbert algebra then yields all of Hφ [Tak03a,
Theorems VII.2.5 & VII.2.6]. In direct analogy with the state case we
may now densely define the operator S0 on this subspace by means of
the prescription S0 : η(a) 7→ η(a∗). This operator extends to a closed
anti-linear operator. The modular operator ∆ is then ∆ = |S|2 with the
modular conjugation J the anti-linear isometry in the polar decomposition
S = J∆1/2 (consider the discussion preceding [Tak03a, Lemma VI.1.4]
alongside [Tak03a, Lemma VI.1.5].).

Coming back to the case at hand, the operators S0 and F0 in fact both
turn out to be closable, as can be seen from the following proposition.

Proposition 6.2 ([BR87a, 2.5.9]). The operators S0 and F0 defined
above are both closable. Moreover S∗

0 = [F0] and F ∗
0 = [S0] (square brack-

ets denote the minimal closure). Also for any ξ ∈ D([S0]) there exists a
densely defined closed operator q affiliated to M such that qΩ = ξ and
q∗Ω = [S0]ξ, with a similar claim holding for [F0].

Definition 6.3. We define the antilinear operators S and F to be
S = [S0] and F = [F0]. We let ∆ω = ∆ be the unique positive self-adjoint
operator and Jω = J the unique anti-unitary operator occurring in the
polar decomposition S = J∆1/2. We refer to ∆ as the modular operator
and J as the modular conjugation for the pair (M,Ω).

We start our analysis by reviewing the basic properties and inter-
relation of the operators S, F , ∆, and J.
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Proposition 6.4 ([BR87a, 2.5.11]). The following relations between
S, F , ∆ and J are valid:

∆ = FS and ∆−1 = SF,

S = J∆1/2 and F = J∆−1/2,

J = J∗ and J2 = 1,

∆−1/2 = J∆1/2J.

An easy consequence of the above, which is nevertheless worth noting,
is the fact that the vector Ω is an eigenvector of ∆ corresponding to the
eigenvalue 1. This follows from the formula ∆ = FS and the fact that
by definition SΩ = Ω = FΩ. One of the grand achievements of modular
theory is the following theorem describing the action of the operators J
and ∆ on M.

Theorem 6.5 (Tomita-Takesaki theorem, cf. [BR87a, 2.5.14]). Let
M be a von Neumann algebra equipped with a cyclic and separating vector
Ω, and let ∆ and J respectively be the modular operator and modular conju-
gation corresponding to Ω. Then JMJ = M′ with in addition ∆itM∆−it

for all t ∈ R.

The final fact noted in the above theorem now enables us to introduce
the following definition. Because of its importance, we formulate this
definition for the general case.

Definition 6.6. Let M be a von Neumann algebra equipped with
a faithful normal semifinite weight φ. Let ∆φ and Jφ be the modular
operator and modular conjugation associated with the pair (πφ(M), Hφ).
The preceding theorem then ensures that the prescription σφt (a) =
π−1
φ (∆it

φπφ(a)∆−it
φ ) where a ∈ M and t ∈ R, yields a one-parameter group

of t 7→ σφt of σ-weakly continuous ∗-automorphisms on M, which we shall
refer to as the modular automorphism group associated to the pair (M, φ).

Remark 6.7.(1) The σ-weak continuity noted above follows from the
fact that the unitary group t 7→ ∆it is strongly continuous by
Stone’s theorem. The automorphism group t 7→ ∆it

φπφ(·)∆−it
φ is

therefore strong operator continuous.
(2) The faithful normal semifinite weight φ is invariant under the

action of the modular group σφt . In the case where φ is a state
this can easily be seen to follow from the fact noted earlier that
∆Ω = Ω, and hence that ∆itΩ = Ω for all t ∈ R.
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(3) Let M be a von Neumann algebra equipped with a faithful nor-
mal state ω corresponding to some cyclic and separating vector
Ω. The defining property of traces is that operators “commute”
under the trace. However even if φ is not a trace, then for all
a, b ∈ M for which ∆1/2a∆−1/2 and ∆1/2b∆−1/2 uniquely extend
to elements of M, there is a sense in which the modular auto-
morphism group may be used to swop the order of multiplication
under φ. Specifically for such a, b ∈ M, we have that

⟨(∆−1/2b∆1/2)(∆1/2a∆−1/2)Ω,Ω⟩ = ⟨∆1/2aΩ,∆1/2b∗Ω⟩
= ⟨JSaΩ, JSb∗Ω⟩
= ⟨Ja∗Ω, JbΩ⟩
= ⟨a∗Ω, bΩ⟩
= ⟨bΩ, a∗Ω⟩
= ⟨abΩ,Ω⟩.

(Here we used the fact that the adjoint formula for antilinear
operators T : H → H is of the form ⟨Tξ, η⟩ = ⟨ξ, T ∗η⟩.) This may
formally be written as the claim that ω(σωi/2(b)σω−i/2(a)) = ω(ab).
(See [Str81, Proposition 2.17] for details.)

(4) It is not difficult to see that the modular automorphism group
of the pair (M, τ), where τ is a faithful normal semifinite trace,
is trivial. For the sake of lucidity of exposition, we proceed to
substantiate this for the case where τ(a) = ⟨aΩ,Ω⟩ for some cyclic
and separating vector Ω ∈ H. With τ being tracial, we will in this
case for any a ∈ M have that ∥aΩ∥2 = ⟨a∗aΩ,Ω⟩ = τ(a∗a) =
τ(aa∗) = ⟨aa∗Ω,Ω⟩ = ∥a∗Ω∥2. Thus here S is itself an antilinear
isometry, ensuring that ∆ = |S| = 1.

The observations made above regarding the remnants of “trace-like”
behaviour for weights, really come into their own on the portion of M
on which (as is the case for a trace) the modular automorphism group is
trivial. It is with respect to this portion that we see stronger evidence of
trace-like behaviour. This is captured in the following definition and the
theorem that follows it (which in view of its importance we once again
formulate for weights).
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Definition 6.8. Let M be a von Neumann algebra equipped with
a faithful normal semifinite weight φ. We define the centralizer of the pair
(M, φ) to be the subalgebra Mφ = {a ∈ M : σφt (a) = a for all t ∈ R}.

Theorem 6.9 ([Tak03a, VIII.2.6]). Let φ be a faithful normal semifi-
nite weight on a von Neumann algebra M. A necessary and sufficient
condition for a ∈ M to belong to the centralizer Mφ is that

• amφ ⊆ mφ and mφa ⊆ mφ,
• and that φ(ax) = φ(xa) for all x ∈ mφ.

6.1.2 The KMS-condition and analyticity

One of the crowning achievements of modular theory is Takesaki’s theo-
rem. This important theorem shows that modular automorphism group
satisfies the so-called KMS-condition.

Theorem 6.10 (cf. [Tak03a, Theorem VIII.1.2]). Let φ be a faithful
normal semifinite weight on a von Neumann algebra. Then the automor-
phism group σφt satisfies the KMS-condition, namely that it is the unique
*-automorphism group σφt = σt which satisfies the condition that

(1) φ ◦ σt = φ for all t ∈ R,
(2) and that for any x, y ∈ (nφ∩n∗

φ) there exists a bounded continuous
function Fx,y on the closed strip S = {z ∈ C : 0 ≤ Im(z) ≤ 1}
which is analytic on the interior So = {z ∈ C : 0 < Im(z) < 1}
such that

Fx,y(t) = φ(σt(x)y) and Fx,y(t+ i) = φ(yσt(x)) for all t ∈ R.

On a similar note one may now introduce the following notion.

Definition 6.11. Let t 7→ σt be a one-parameter *-automorphism
group on M for which t 7→ σt(a) is σ-weakly continuous for every a ∈ M.
An element a ∈ M is said to be σt-analytic if there exists a strip Sγ =
{z ∈ C : |ℑ(z)| < γ} in C, and a function F : Sγ → M such that

• F (t) = σt(a) for each t ∈ R,
• with z 7→ ρ(F (z)) analytic for every ρ ∈ M∗.

In such a case we write σz(a) for F (z). If F even extends to an entire-
analytic function, we say that a ∈ M is entire-analytic.

The above definition raises the question of just how many analytic
elements there are in M. This has a very elegant answer.
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Proposition 6.12 ([BR87a, Proposition 2.5.22]). For each a ∈ M,
the elements of the sequence (an) defined by

an =
√
n

π

∫
σt(a)e−nt2 dt

are entire-analytic with ∥an∥ ≤ ∥a∥ for each n ∈ N, and with an → a in
the σ-weak topology.

The set of entire-analytic elements of M actually forms a σ-weakly
dense subalgebra. We specifically have the following:

Theorem 6.13 ([Tak03a, Theorem VIII.2.3]). Let t 7→ σt be a σ-
weakly continuous one-parameter *-automorphism group on M, and let
Ma

σ be the set of all entire analytic elements. Then Ma
σ is a σ-weakly

dense ∗-subalgebra of M. Moreover for any a, b ∈ Ma
σ and z, w ∈ C, we

have that
• σz(ab) = σz(a)σz(b),
• σz+w(a) = σz(a)σw(a),
• σz(a) = σz(a∗)∗.

Any point to σ-weakly continuous one parameter *-automorphism
group t 7→ σt on M will by general operator semigroup theory admit an
infinitesimal generator δ : M ⊇ dom(δ) → M for which dom(δ) = {a ∈
M : dσt(a)

dt

∣∣
t=0 exists}. For each a ∈ dom(δ), δ has the action of mapping

a to dσt(a)
dt

∣∣
t=0. This operator turns out to be a σ-weakly closed operator

with dom(δ) a σ-weakly dense ∗-subalgebra of M. The operator δ is a so-
called ∗-derivation in that δ(ab) = aδ(b)+ δ(a)b and δ(a∗) = δ(a)∗ for any
a, b ∈ dom(δ). It is a useful observation to note that for any t ∈ R we have
that σt(dom(δ)) = dom(δ) with δ(σt(a)) = σt(δ(a)) for any dom(δ). (See
chapter 3 of[BR87a] for details). One may alternatively define analyticity
in terms of this infinitesimal generator, as described below.

Definition 6.14. Let t 7→ σt be a σ-weakly continuous one-parameter
*-automorphism group on M and let δ be the infinitesimal generator. We
define an element a ∈ M to be an analytic element for δ if a ∈ dom(δn)
for each n ∈ N and if for some t > 0 we have that ∑∞

n=0
t
n!∥δ

n(a)∥ < ∞. If
in fact ∑∞

n=0
t
n!∥δ

n(a)∥ < ∞ for all t > 0, we say that a is entire-analytic.
It is a beautiful and elegant fact that this definition of analyticity

is entirely equivalent to the earlier one. If for example an element a is
analytic in the above sense, then the function F defined by F (t + z) =
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n=0

zn

n! σt(δn(a)) will be analytic for z in the radius of analyticity of∑∞
n=0

zn

n! ∥δn(a)∥. It can now be verified that a then satisfies the criteria
for σt-analyticity. If conversely a is σt analytic in the strip Sγ = {z ∈
C : | Im(z)| < γ}, then the well-known Cauchy inequalities yield

∥δn(a)∥ = ∥σt(δn(a))∥ = ∥ d
n

dtn
σt(a)∥ ≤ n!M

γn

for some M > 0. But then ∑∞
n=0

|z|n
n! ∥δn(a)∥ ≤ M

∑∞
n=0(

|z|
γ ) < ∞ for all

|z| < γ.

6.1.3 A Hilbert space approach

Modular theory may also be studied at Hilbert space level. For this part
of the theory we shall not go into any measure of detail, but rather content
ourselves with the very rudiments.

Definition 6.15. Let M be a von Neumann algebra equipped with
a cyclic and separating vector Ω. We define the natural positive cone P♮

associated with the pair (M,Ω) as the closure of the set {aj(a)Ω: a ∈ M},
where j : M → M′ is the antilinear ∗-isomorphism given by j(a) = JaJ
(where a ∈ M).

For the space H, P♮ plays the same role that the cone of positive ele-
ments in L2(X,Σ, µ) plays in this space. We present some basic technical
facts regarding P♮ before presenting a result substantiating this claim.

Proposition 6.16 ([BR87a, 2.5.26]). The closed subset P♮ of H has
the following properties:

(1) P♮ = ∆1/4M+Ω = ∆−1/4M′
+Ω = ∆1/4M+Ω = ∆−1/4M′

+Ω,
and hence P♮ is convex.

(2) ∆itP♮ = P♮ for all t ∈ R.
(3) For any positive-definite function f we have that f(log ∆)P♮ ⊆

P♮.
(4) For any ξ ∈ P♮, we have that Jξ = ξ.
(5) For any a ∈ M we have that aj(a)P♮ ⊆ P♮.

We end this discussion of P♮ with the promised presentation of the
geometric properties of P♮.

Proposition 6.17 ([BR87a, 2.5.28]).(1) P♮ is a self-dual cone in the
sense that ξ ∈ P♮ if and only if ⟨ξ, η⟩ ≥ 0 for all η ∈ P♮.
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(2) P♮ is a pointed cone in the sense that P♮ ∩ (−P♮) = {0}.
(3) Any ξ ∈ H for which we have that Jξ = ξ, admits a unique

decomposition ξ = ξ1 − ξ2, where ξ1, ξ2 ∈ P♮ with ξ1 ⊥ ξ2.
(4) The Hilbert space H is linearly spanned by P♮.

We close this section with a discussion regarding the uniqueness of
the GNS-representation of the pair (M, φ) where φ is a faithful normal
semifinite weight on the von Neumann algebra M. Haagerup proved a very
deep theorem essentially showing that any representation of M which
admits objects that mimic the action of Jφ and P♮

φ is a faithful copy of
the GNS-representation of the pair (M, φ). This claim may be made exact
with the following definition:

Definition 6.18. Given a von Neumann algebra M equipped with
a faithful normal semifinite weight φ, a quadruple (π0(M), H0, J,P) where
π0 is a faithful representation of M on the Hilbert space H0, J : H0 → H0
anti-linear isometric involution, and P a self-dual cone of H0, is said to
be a standard form of M if the following conditions hold:

• JMJ = M′ (the commutant of M),
• JzJ = z∗ for all z in the centre of M,
• Jξ = ξ for all ξ ∈ P,
• a(JaJ)P ⊆ P for all a ∈ M.

(Recall that when we say that P is a self-dual cone, we mean that ξ ∈ P
if and only if ⟨ξ, ζ⟩ ≥ 0 for all ζ ∈ P.)

The value of the above concept is derived from the following very deep
and useful theorem:

Theorem 6.19 ([Haa75b]). The standard form of a von Neumann
algebra M is unique in the sense that if

(π0(M), H0, J,P) and (π̃0(M̃), H̃0, J̃ , P̃)

are two standard forms, and α : π0(M) → π̃0(M̃) is a ∗-isomorphism,
then there exists a unitary operator u : H0 → H̃0 such that

• α(x) = uxu∗ for x ∈ π0(M);
• J̃ = uJu∗;
• P̃ = uP.
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6.2 Connes cocycle derivatives

For any serious study of modular automorphism groups, the theory of
Connes cocycles is an essential companion, as it is par excellence the the-
ory which provides us with the technology to compare the automorphism
groups of two distinct faithful normal semifinite weights on a fixed von
Neumann algebra. This technology will prove to be a vital ingredient in
our development of the theory of crossed products. We therefore pause to
briefly review the essentials of Connes cocycles as they relate to modular
automorphism groups. In his paper on the classification of type III factors,
Connes proved the following very important theorem:

Theorem 6.20 ([Tak03a, VIII.3.3]). Let M be a von Neumann alge-
bra and ψ1, ψ2 faithful semifinite normal weights on M. Then there exists
a unique σ-strongly continuous one parameter family {ut} of unitaries in
M with the following properties:

• us+t = usσ
ψ2
s (ut) for all s, t ∈ R;

• usσ
ψ2
s (n∗

ψ1
∩ nψ2) = n∗

ψ1
∩ nψ2 for all s ∈ R;

• For each a ∈ nψ1 ∩ n∗
ψ2

and b ∈ n∗
ψ1

∩ nψ2, there exists a function
F which is bounded and continuous on the closed strip S = {z ∈
C : 0 ≤ ℑ(z) ≤ 1} and analytic on the open strip So = {z ∈
C : 0 < ℑ(z) < 1}, such that F (t) = ψ1(utσψ1

t (b)a) and F (t+i) =
ψ2(autσψ1

t (b)) for all s ∈ R;
• σψ1

t (x) = utσ
ψ2
t (x)u∗

t for all a ∈ M, t ∈ R.

In view of the uniqueness, we may make the following definition:
Definition 6.21. The family {ut} described in the preceding theorem

is called the cocycle derivative of ψ1 with respect to ψ2, and denoted by
(Dψ1 : Dψ2)t = ut (t ∈ R).

One may now use the uniqueness clause in Theorem 6.20, to verify the
following fact. This was first observed by Digernes [Dig75, Corollary 2.3].

Corollary 6.22. If α is a ∗-automorphism of M and ψ1, ψ2 faithful
semifinite normal weights, then (Dψ1 ◦α : Dψ2 ◦α)t = α−1((Dψ1 : Dψ2)t)
for all t ∈ R.

The following technical lemma is often useful.
Lemma 6.23 ([Con73, Lemma 1.2.3(c)]). Let ψ be a faithful semifinite

normal weight on M, and u a unitary in M. For the weight ψu defined by
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ψu(a) = ψ(uau∗) for all a ∈ M+, we have that σψt (u) = u(D(ψu) : Dψ)t
for all t ∈ R.

The cocycle derivatives satisfy the following very elegant chain rule.
Theorem 6.24 ([Tak03a, VIII.3.7]). Let ψ1, ψ2 and ψ3 be faithful

semifinite normal weights on M. Then
(Dψ1 : Dψ2)t = (Dψ1 : Dψ3)t(Dψ3 : Dψ2)t

for all t ∈ R.
There is a kind of converse to Theorem 6.20, in the form of the follow-

ing theorem.
Theorem 6.25 ([Tak03a, VIII.3.8]). Let ψ be a faithful semifinite

normal weight on M, and {ut} (t ∈ R) a σ-strongly continuous family
of unitaries in M satisfying the cocycle identity us+t = usσ

ψ
s (ut) for all

s, t ∈ R. Then there exists a faithful semifinite normal weight ψ0 on M
for which ut = (Dψ : Dψ0)t for all t ∈ R.

The theory of cocycle derivatives also yields the following very deep
and useful characterisation of semifinite algebras. The beauty of this result
is that it not only characterises semifiniteness, but also gives a prescription
for constructing a faithful normal semifinite trace on the given algebra.
(The final claim is not formulated in [Tak03a], but can easily be seen to
hold from a consideration of the proof of that theorem.)

Theorem 6.26 ([Tak03a, VIII.3.14]). For a von Neumann algebra
M the following are equivalent:

• M is semifinite.
• For every faithful semifinite normal weight ψ on M, the modular

automorphism group σψt (t ∈ R) is inner in the sense that there
exists a strongly continuous unitary group ut (t ∈ R) in M such
that σψt (a) = utau

∗
t for all a ∈ M and all t ∈ R.

• There exists a faithful semifinite normal weight φ on M for which
the modular automorphism group σφt (t ∈ R) is inner in the above
sense.

If the above conditions hold, then by Stone’s theorem the unitary group
implementing σφt (t ∈ R) is of the form ut = hit for some positive non-
singular operator affiliated to the centralizer Mφ, with the prescription
τ = limϵ↘0 φ((h−1

ϵ )1/2 · (h−1
ϵ )1/2) where h−1

ϵ = h−1(1 + ϵh−1)−1, then
yielding a faithful semifinite normal trace on M.
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When using the cocycle derivative to describe the domination of one
weight by another, the following theorem is very useful.

Theorem 6.27 ([Tak03a, VIII.3.17]). For a pair ψ1, ψ2 of faithful
semifinite normal weights on M, the following conditions are equivalent:

(1) There exists K > 0 such that

ψ2(x) ≤ Kψ1(x), x ∈ M+.

(2) The cocycle derivative (Dψ1 : Dψ2)t ≡ ut can be extended to
an M-valued σ-weakly continuous bounded function on the hor-
izontal strip D 1

2
= {z ∈ C : − 1

2 ≤ Im(z) ≤ 0} for which
∥u− i

2
∥ ≤ K1/2, and which is analytic on the interior of the strip.

If these conditions hold, then

ψ2(x) = ψ1(u∗
− i

2
xu− i

2
), x ∈ mψ1 .

6.3 Conditional expectations and operator valued weights

Definition 6.28. Let φ be a faithful semifinite normal weight on a von
Neumann algebra M, and N a von Neumann subalgebra for which the
restriction φ|N of φ to N is still semifinite. A linear map E from M onto
N for which we have that

• ∥E(a)∥ ≤ ∥a∥ for all a ∈ M,
• E(a) = a for all a ∈ N ,
• and φ ◦ E = φ

is called the conditional expectation of M onto N with respect to φ.

Remark 6.29. Let C be a unital C∗-algebra, and B a unital subalgebra.
It is a well known result of Tomiyama [Tom70] that any unital contractive
projection P from C onto B is completely contractive and satisfies P (abc) =
aP (b)c for all a, c ∈ B and all b ∈ C. On applying this to a conditional
expectation E of M onto N with respect to φ, it trivially follows that
any such conditional expectation is completely contractive and satisfies
the condition that E(abc) = aE(b)c for all a, c ∈ N and all b ∈ M. Since
by assumption E(1) = 1 with ∥E∥ = ∥E(1)∥ = 1, E must in fact be
positivity preserving, and hence completely positive (not just completely
contractive). In particular we also have that E(a∗)E(a) ≤ E(a∗a) for all
a ∈ M.
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The question of existence of such maps now arises. This is answered
by the following theorem of Takesaki.

Theorem 6.30 ([Tak03a, IX.4.2]). Let φ be a faithful semifinite nor-
mal weight on a von Neumann algebra M, and N a von Neumann subal-
gebra for which the restriction φ|N of φ to N is still semifinite. We then
have that σφt (N ) = N for each t ∈ R if and only if there exists a unique
normal (σ-weakly continuous) conditional expectation E of M onto N with
respect to φ.

Remark 6.31. (i) Let E be a conditional expectation of M onto N
with respect to φ. We then have that E ◦ σφt = σφt ◦ E. To see
this note that for any a ∈ mφ, we may conclude from the facts
φ ◦ E = φ and φ ◦ σφt = φ, that φ(|E(σφt (a)) − σφt (E(a))|2) = 0
for all t, and hence that E ◦ σφt = σφt ◦ E on mφ. The normality
and σ-weak density of mφ in M, now yields the claim.

(ii) In the case where M is equipped with a faithful semifinite normal
trace τ , the criteria for the existence of a conditional expectation
are much simpler. Recall that for a trace the modular automor-
phism group is trivial. So in this setting, the criteria for the ex-
istence of a normal conditional expectation E of M onto N with
respect to τ is for the restriction of τ to N to still be semifinite.

Of course a conditional expectation of the above type may not always
exist. In such cases a so-called operator-valued weight is often a good
substitute.

Definition 6.32. Let φ be a faithful semifinite normal weight on
a von Neumann algebra M, and N a von Neumann subalgebra of M. An
operator-valued weight from M to N is a mapping W : M+ → N̂+ such
that

(1) W (γx) = γW (x) γ ≥ 0, x ∈ M+;
(2) W (x+ y) = W (x) + W (y) x, y ∈ M+;
(3) W (a∗xa) = a∗W (x)a x ∈ M+, a ∈ N .

We say that W is normal if xi ↗ x ⇒ W (xi) ↗ W (x) xi, x ∈ M+.

By analogy with ordinary weights, we set
nW = {x ∈ M : ∥W (x∗x)∥ < ∞}
mW = n∗

W nW = span{x∗y : x, y ∈ nW }
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The weight W is called faithful if W (x∗x) = 0 implies x = 0, and semifinite
if nW is σ-weakly dense in M.

Remark 6.33. In the case where W is normal, it allows for a natural
extension to an affine normal map from M̂+ onto N̂+ [Haa79b, Porpo-
sition 2.5]. Specifically given any m ∈ M̂+, one may pick (xi) ⊆ M+
such that xi ↗ m, and then define W (m) to be supi W (xi) once the
uniqueness of this supremum has been verified.

When working with operator-valued weights, the following technical
facts often come in useful.

Proposition 6.34 ([Tak03a, IX.4.13]). Let W be as in the preceding
definition. Then the following holds:

• mW is spanned by its positive part pW = {x ∈ M+ : ∥W (x)∥ <
∞}.

• nW and mW are two-sided modules over N .
• The restriction of W to pW , extends to a linear map Ẇ : mW →

N which satisfies the “expectation-like” property that

Ẇ (axb) = aẆ (x)b for all a, b ∈ N and all x ∈ mW .

In particular if W (1) = 1, then Ẇ is a contractive projection
from M onto N (in which case Tomiyama’s result applies - see
Remark 6.29).

Let us close this survey by noting the behaviour of operator-valued
weights with respect to tensor products.

Theorem 6.35 ([Haa79c, Theorem 5.5]). Let M1 and M2 be von
Neumann algebras, and N1 and N2 respectively be von Neumann subal-
gebras of M1 and M2. For each i ∈ {1, 2}, let Wi be an operator-valued
weight from M+

i to N̂ +
i . Then there is a unique operator valued weight W

from (M1⊗M2)+ to ̂(N1⊗N2)+ such that

(ψ1 ⊗ ψ2) ◦ W = (ψ1 ◦ W1) ⊗ (ψ2 ◦ W2)

for any pair (ψ1, ψ2) of f.n.s. weights on the pair (N1,N2).

6.4 Crossed products with general group actions

We start by introducing the concept of a group action.



202 Crossed products

Definition 6.36. Let G be a locally compact group. We define an
action of G on M, to be a point-σ-weakly continuous mapping α from G
into the group of ∗-automorphisms on M, which respects the group action
in the sense that αs ◦ αt = αst for all s, t ∈ G.

Throughout this section, G will denote a locally compact group admit-
ting an action on the von Neumann algebra M. The following proposition
is a vital ingredient in the construction of the crossed product, and seems
to be part of mathematical folklore by now. The interested reader may
find a proof in the book of van Daele [vD78].

Proposition 6.37. Let L2(G) be the Hilbert space of square Haar-
integrable functions on G. The Hilbert space tensor product H ⊗ L2(G) is
a copy of L2(G,H), the space of square Bochner-integrable functions from
G to H. Hence the simple tensors x ⊗ f (x ∈ H, f ∈ L2(G)) may be
thought of as functions of the form G → H : s 7→ f(s)x.

Theorem 6.38. For every a ∈ M, the prescription
πα(a)(ξ)(s) = αs−1(a)(ξ(s)) ξ ∈ L2(G,H)

is a well-defined bounded map on L2(G,H). Moreover the map
πα : M → B(L2(G,H)) : a 7→ πα(a) a ∈ M

is a ∗-isomorphism from M into B(L2(G,H)).
Convention: When the group action α is understood, we shall simply write
π for πα.

Proof. For every element ξ ∈ L2(G,H) we have that

∥π(a)(ξ)∥2 =
∫
G

∥σs−1(a)(ξ(s))∥2 ds ≤ ∥a∥2
∫
G

∥ξ(s)∥2 ds = ∥a∥2∥ξ∥2.

This shows that π(a) is bounded map on L2(G,H). However this computa-
tion also shows that ∥π(a)∥ ≤ ∥a∥. Hence the map π : M → B(L2(G,H)) :
a 7→ π(a) is contractive. It is now an exercise to see that π is a ∗-
homomorphism. To conclude the proof we show that it is injective and
hence a ∗-isomorphism. So let 0 ̸= a ∈ M be given, and select x, z ∈
H such that ⟨ax, z⟩ ≠ 0. By continuity we will then have that 0 ̸=
⟨σs−1(a)x, z⟩ for all s in some compact neighbourhood K of the group unit
e. That in turn ensures that 0 ̸= σs−1(a)x for all s ∈ K. We may in fact
arrange matters so that for some ϵ > 0 we have that ∥σs−1(a)x∥ ≥ ϵ on K.
Now consider π(a)(x⊗χK). Based on what we have noted thus far, direct
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computation now shows that ∥π(a)(x⊗χK)∥2 =
∫
G ∥σs−1(a)(x)∥2χK(s) ds =∫

K ∥σs−1(a)x∥2 ds ≥ ϵµH(K) > 0. (Here µH denotes Haar measure where
the subscript H serves to honour the inventor of this measure, Alfréd
Haar.) Thus a 7→ π(a) is injective, and the claim therefore follows.

It remains to prove the normality of πα. To this end let (aγ) be a
net in M+ increasing to a ∈ M. The normality of the αs’s ensures
that we will for any s ∈ G and any ξ ∈ L2(G,H) then clearly have that
supγ αs−1(aγ)ξ(s) = αs−1(a)ξ(s). Using the fact that integration against
µH is a normal weight (see for example [Tak02, Theorem III.1.18]), it
now follows that we will for any ξ ∈ L2(G,H) have that

sup
γ

⟨πα(aγ)ξ, ξ⟩ = sup
γ

∫
G

⟨αs−1(aγ)ξ(s), ξ(s)⟩ ds

=
∫
G

⟨αs−1(a)ξ(s), ξ(s)⟩ ds = ⟨πα(a)ξ, ξ⟩.

We therefore clearly have that (πα(aγ)) increases to πα(a), proving that
a → πα(a) is normal. □

Definition 6.39. For every g ∈ G, define λg ∈ B(L2(G,H)) to be the
map λg(ξ)(s) = ξ(g−1s) where ξ ∈ L2(G,H).

Proposition 6.40. The prescription g 7→ λg is a strongly continu-
ous unitary representation of G on L2(G,H), with λg−1 = λ∗

g. Moreover
λgπ(a)λ∗

g = π(σg(a)) for any g ∈ G and any a ∈ M.

Proof. It is a straightforward exercise to conclude from the left-trans-
lation invariance of Haar measure that each λg is a unitary operator with
λg−1 = λ∗

g. We prove the claim regarding strong continuity. For any simple
tensor (x ⊗ f) where x ∈ H and f ∈ L2(G), π(a)(x ⊗ f), we have that
λg(x ⊗ f)(s) = f(g−1s)x. On denoting left translation by elements of
G on L2(G) by ℓg, we therefore have that ∥λg(x ⊗ f) − (x ⊗ f))∥ =
∥x∥∥f − ℓg(f)∥2. From the basic theory of Haar measure, we know that
∥f − ℓg(f)∥2 → 0 as g tends to the group unit e. This proves strong
continuity on the simple tensors. We may now use this fact to prove the
claim for general elements of L2(G,H), by suitably approximating such
elements with linear combinations of simple tensors.

Finally let a ∈ M and ξ ∈ L2(G,H) be given. On fixing g ∈
G, direct checking now shows that π(a)(λ∗

gξ)(s) = σs−1(a)(λ∗
gξ)(s) =

σs−1(a)ξ(g−1s), and hence that
λg(π(a)λ∗

gξ)(s) = σgs−1(a)ξ(s) = σs−1(σg(a))ξ(s) = π(σg(a))ξ(s).
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□

Definition 6.41. We now define the crossed product of M with the
group action of G, to be the von Neumann algebra on L2(G,H) generated
by π(M) and the translation operators λg where g ∈ G. We will denote
this von Neumann algebra by M ⋊α G.

Remark 6.42. Let G and M be as above. It is clear from Proposition
6.40 that a 7→ λgaλ

∗
g defines an implemented action of the group G on

M ⋊α G. This same proposition then also shows that in a very real sense
this action may be thought of as an extension of the a priori given action
of G on M. On using the fact that λgπ(a)λ∗

g = π(σg(a)) for any g ∈ G
and any a ∈ M, it is an exercise to see that any algebraic combination of
the λg’s and elements from π(M) may be written as a linear combination
of terms of the form π(a)λg. Hence the crossed product corresponds to the
σ-weak closure of span{π(a)λg : a ∈ M, g ∈ G} in B(L2(G,H)).

In view of the fact that L2(G,H) = H ⊗ L2(G), the question of how
M ⋊α G compares to B(H)⊗B(L2(G)) now arises. This is answered by
the following Proposition. For a proof see [vD78, Part I: Lemma 3.1].

Proposition 6.43. The crossed product M⋊α G is a subspace of the
von Neumann algebra tensor product M⊗B(L2(G)). In particular each λg
(g ∈ G) is of the form 1 ⊗ ℓg, where ℓg is the left-translation operator
defined on L2(G) by ℓg(f)(s) = f(g−1s). Moreover if the action α of G
on M is implemented by some strongly continuous unitary group {ug} ⊆
B(H) (in the sense that αg(a) = ugau

∗
g for each a ∈ M and each g ∈ G),

then U∗(M ⊗ 1)U = π(M) where U is the unitary defined by U(ξ)(s) =
usξ(s) for each ξ ∈ L2(G)

The requirement in the last part of the above proposition that α be
implemented is not too onerous. If the identity of the specific Hilbert
space underlying M is not important, we may always arrange matters in
such a way that this does hold. We may for example replace M by π(M)
to pass to a context where α is implemented (see Proposition 6.40).

With the previous proposition as background, we are now able to
prove that *-isomorphic copies of a von Neumann algebra will yield *-
isomorphic copies of the crossed product M ⋊α G. This then shows that
up to *-isomorphic equivalence the crossed product is independent of the
particular copy of a von Neumann algebra being used. We will revisit
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this issue of uniqueness when we analyse the structure of crossed products
with modular automorphism groups of a given canonical weight.

Theorem 6.44. Let M and N be two von Neumann algebras, and
I a ∗-isomorphism from M onto N . Let G be a locally compact group
admitting actions α and β on M and N respectively. If for all g ∈ G

and a ∈ M we have that I (αg(a)) = βg(a), then Ĩ = I ⊗ Id is a ∗-
isomorphism Ĩ from M ⋊α G onto N ⋊β G, for which we have that
Ĩ (πα(a)) = πβ(I (a)) for all a ∈ M, and also that Ĩ (λg) = λ̃g for all g ∈
G where λg and λ̃g respectively denote the left-shift operators corresponding
to M ⋊α G and N ⋊β G.

Proof. We know, from the standard theory of von Neumann algebra
tensor products, that Ĩ = I ⊗ Id is a *-isomorphism from M⊗B(L2(G))
to N ⊗B(L2(G)). We need to show that Ĩ maps the subspace M ⋊α G
onto the subspace N ⋊βG in the manner described in the hypothesis. Let
λg denote the left-shift operators in M ⋊α G, and λ̃g those in N ⋊β G.

Now recall that by Proposition 6.43 λg = 1M ⊗ℓg and λ̃g = 1N ⊗ℓg. Thus
we clearly have that Ĩ (λg) = λ̃g for all g ∈ G. To complete the proof
need we show that Ĩ (πα(a)) = πβ(I (a)) for all a ∈ M, since then Ĩ
will clearly map the von Neumann algebra generated by {πα(a), λg : a ∈
M, g ∈ G} (namely M ⋊α G) onto the von Neumann algebra generated
by {πβ(b), λ̃g : b ∈ N , g ∈ G} (that is N ⋊α G).

For this part of the proof we need the fact that any element of M⊗
B(L2(G)) may be represented as some sort of matrix. Select an orthonor-
mal basis {fi} of L2(G). Any element ã ∈ M⊗B(L2(G)) may be writ-
ten as the sum ∑

i,j∈I(1 ⊗ ei)ã(1 ⊗ ej) where the ei’s are the projec-
tions ⟨·, fi⟩fi, and convergence is in the σ-strong topology. In the spe-
cific case where ã = πα(a) for some a ∈ M it is a not altogether triv-
ial exercise to see that here (1 ⊗ ei)πα(a)(1 ⊗ ej) = (πα(a)ij ⊗ ui,j)
with πα(a)ij =

∫
G αs−1(x)fi(s)fj(s) ds and ui,j = ⟨·, fj⟩ fi. The ui,j ’s

are a set of “matrix units” in that u∗
i,j = uj,i and ui,juj,k = ui,k with∑

i∈I ui,i = ∑
i∈I ei = 1B(L2(G)) (where the sum converges in the σ-strong*

topology). So for such an a we must have that πα(a) = ∑
i,j πα(a)ij ⊗ui,j .

Given a ∈ M, the normality of Ĩ then ensures that Ĩ (πα(a)) =∑
i,j Ĩ (πα(a)ij ⊗ ui,j) = ∑

i,j I (πα(a)ij) ⊗ ui,j). Now observe that for
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each i, j ∈ I we have that

I
((
πα(a)

)
ij

)
=

∫
G

I (αs−1(a))fi(s)fj(s) ds

=
∫
G
βs−1(I (a))fi(s)fj(s) ds

=
(
πβ(I (a))

)
ij
.

We therefore have that Ĩ (πα(a)) = πβ(I (a)) as was required. □

6.5 Crossed products with abelian locally compact groups

For the rest of this chapter we shall assume that G is abelian. When
one passes to abelian locally compact groups, one gains access to the very
rich theory of Pontryagin duality for locally compact groups. Our ultimate
interest here is to first introduce the notion of a dual action, and then to
use that to construct an operator valued weight from M ⋊α G to M.
Although most of these constructs remain valid for more general groups
when given suitable interpretations, the theory is more easily accessible in
the setting abelian groups. As a start we shall in this context introduce
the notion of a dual action of G on M ⋊α G, or more properly an action
α̂ of the dual group Ĝ on M ⋊α G, and then show how this action may
be used to describe π(M) as a subspace of M ⋊α G. We remind the
reader that the group Ĝ is the group of all characters of G (continuous
group-homomorphisms from G into T), and that Ĝ is itself again a locally
compact abelian group. This allows for the following definition of the
abstract Fourier transform.

Definition 6.45. We may define the Fourier transform F on L1(G)
by the prescription

F(f)(γ) =
∫
G
γ(g)f(g) dg.

We list some of the properties of this Fourier transform. For proofs of
these facts refer to for example [Tak03a, Theorem VII.3.14].

• F is just the so-called Gelfand transform on L1(G), and maps
L1(G) into C∞(Ĝ).

• Abstract Plancherel formula: F preserves the L2-norm on
L1(G) ∩ L2(G) and extends to unitary on L2(G). For every f ∈
L1(Ĝ) ∩ L2(Ĝ), the map F∗ = F−1 agrees with the inverse
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Fourier transform defined by F(f)(g) =
∫
Ĝ
γ(g)f(γ) dγ, where

f ∈ L1(Ĝ).
• Let VN(G) denote the von Neumann algebra generated by the

left-shift operators ℓg on L2(G). Then F(VN(G))F−1 ≡ L∞(Ĝ).
(More properly, F(VN(G))F−1 agrees with the von Neumann
algebra of multiplication operators on L2(Ĝ) with symbols in
L∞(Ĝ).)

Let vγ : L2(G) → L2(G) (γ ∈ Ĝ) be the operator defined by vγ(f)(s) =
γ(s)f(s) for each f ∈ L2(G) and each s ∈ G. It is an exercise to see that
these maps are actually unitaries. The maps wγ = 1⊗vγ on H⊗L2(G) =
L2(G,H) are then also unitaries. It is these maps that we use to define
an action α̂ of the dual group Ĝ on M⋊αG. In their action on L2(G,H),
they fulfil the prescription

wγ(ξ)(s) = γ(s)ξ(s) ξ ∈ L2(G,H), s ∈ G, γ ∈ Ĝ.

(It is the unimodularity of the numbers γ(s), that ensure that each wγ is
a unitary.) For each simple tensor x ⊗ f (x ∈ H, f ∈ L2(G)), we have
that ∫

G
∥(1− wγ)(x⊗ f)(s)∥2 ds = ∥x∥2

∫
G

|1 − γ(s)|2|f(s)|2 ds.

Standard estimates show that
∫
G |1 − γ(s)|2|f(s)|2 ds → 0 as γ tends to

the group unit of Ĝ. Hence for each simple tensor g 7→ wγ(x ⊗ f) is con-
tinuous in L2(G,H)-norm. By suitably approximating general elements of
L2(G,H) with linear combinations of simple tensors, we may then show
that γ 7→ wγ is strongly continuous on all of L2(G,H). It is now easy to
check that in addition wγ1wγ2 = wγ1γ2 . If now for each b ∈ B(L2(G,H))
we define α̂γ(b) to be wγbw∗

γ , the maps α̂γ can easily be shown to be a
group action of Ĝ on B(L2(G,H)). However more is true. Further check-
ing reveals that
α̂γ(π(a)) = π(a) and α̂γ(λg) = γ(g)λg for each a ∈ M and g ∈ G. (6.1)

Since each of the maps α̂γ map the generators of M⋊αG back into M⋊αG,
they must each preserve M⋊αG. Thus the action α̂ restricts to an action
on M ⋊α G.

Definition 6.46. The restriction of α̂ to M⋊αG is defined to be the
dual action of Ĝ on M ⋊α G.
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We have seen that the action α̂ leaves π(M) invariant. One of the pri-
mary results in this section asserts that the converse is also true. Proving
this result is not difficult as such, but it does rely on a few rather non-
trivial facts regarding Fourier analysis on locally compact groups. Readers
not familiar with the finer points of that theory, may take the result at
face value, and proceed with the rest of the analysis. The result first ap-
peared in print in a paper of Haagerup [Haa78a, Lemma 3.6], but seems
to be due to Landstad. Some preparation is needed before we are able to
present the proof of the result.

Theorem 6.47. Let X be a locally compact space equipped with a
Radon measure µR, and A the von Neumann algebra consisting of all
multiplication operators on the Hilbert space L2(X,µR), with symbols in
L∞(X,µR). Then A is maximal abelian, that is A = A′. (This is proved in
Takesaki [Tak02], Theorem III.1.2, for the case where µR is finite. That
proof readily adapts to the present setting.)

Lemma 6.48. Put (X, dµR) = (G, ds) in Theorem 6.47. Then A =
{vγ : γ ∈ Ĝ}′′.

Proof. Let ρ be a σ-weakly continuous functional on A such that
ρ(vγ) = 0 for all γ ∈ Ĝ. Let h ∈ L1(G) be the density h = dρ

ds of ρ with
respect to ds. Then ρ(vγ) =

∫
γ(s)h(s) ds = 0, that is ĥ(γ) = 0 for all

γ ∈ Ĝ where ĥ is the Fourier transform of h. Since the Fourier transform
is injective on L1(G, ds), we have that h = 0, whence ρ = 0. The span
of {vγ : γ ∈ Ĝ} is therefore σ-weakly dense in A, with the result then
following from the von Neumann double commutant theorem □

Lemma 6.49. {ℓs, vγ : s ∈ G, γ ∈ Ĝ}′′ = B(L2(G)).

Proof. Let x ∈ {ℓs, vγ : s ∈ G, p ∈ Ĝ}′. By Theorem 6.47, x must
be a multiplication operator by some function f ∈ L∞(G, ds). If now
xλs = λsx for all s ∈ G, then, as

((xλs)(g))(t) = f(t)g(t− s),

and
((λsx)(g))(t) = x(g)(t− s) = f(t− s)g(t− s)

we have that f(t)g(t−s) = f(t−s)g(t−s) for all g ∈ L2(G). It follows that
f is constant almost everywhere, so that x is a multiple of the identity. □
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Theorem 6.50. As a subspace of M ⋊α G, the algebra π(M) corre-
sponds to the fixed points of the dual action α̂.

Proof. By the comment following Proposition 6.43, we may assume
that the action α of G on M is implemented. Having made this assump-
tion, let U be as in the hypothesis of Proposition 6.43.

We have already noted that π(M) ⊆ N = {ã ∈ M ⋊α G : α̂γ(ã) =
ã, γ ∈ Ĝ}. Conversely let ã ∈ N ⊆ M ⋊α G.

Let the vγ ’s and wγ ’s (γ ∈ Ĝ) be as in the discussion preceding Defi-
nition 6.46. The fact that α̂γ(ã) = ã for each γ ∈ Ĝ, then corresponds to
the claim that ã commutes with each wγ = 1 ⊗ vγ . Direct checking now
reveals U∗(1 ⊗ vγ)U = (1 ⊗ vγ) for each γ ∈ Ĝ. We therefore have that
ã ∈ {U∗(1⊗ vγ)U : γ ∈ Ĝ}′.

Since the group is abelian, the operators λg and their adjoints, all
commute with each other. Note for example that λsλ∗

t = λst−1 = λt−1s =
λ∗
tλs. Now let the operators ℓg (g ∈ G) be as in Proposition 6.43. Each
1⊗ℓg clearly commutes with each ug⊗1, and hence we must have U∗(1⊗
ℓg)U = (1⊗ ℓg) for each g ∈ G, or in different notation, that U∗λgU = λg.
Since π(M) = U∗(M×1)U , each element of π(M) must therefore clearly
commute with each U∗(1 ⊗ ℓg)U. With all the generators of M ⋊α G
now commuting with each U∗(1 ⊗ ℓg)U , it follows that all of M ⋊α G
must commute with each U∗(1⊗ ℓg)U.

If we combine the conclusions of the previous two paragraphs, we have
that UãU∗ ∈ {1 ⊗ ℓg,1 ⊗ vγ : g ∈ G, γ ∈ Ĝ}′. However by Lemma 6.49,
{1 ⊗ ℓg,1 ⊗ vγ : g ∈ G, γ ∈ Ĝ}′ = B(H) ⊗ 1. In other words ã is of the
form U∗(b⊗ 1)U for some b ∈ B(H).

Finally observe that each λg = 1 ⊗ ℓg commutes with M′ ⊗ 1. Recall
that in the proof of Proposition 6.43, we saw that in addition π(M) ⊆
(M′ ⊗ 1)′. Therefore M ⋊α G ⊆ (M′ ⊗ 1)′. Let c ∈ M′ be given. As
an element of M ⋊α G, ã = U∗(b ⊗ 1)U must commute with c ⊗ 1. So
for each simple tensor x ⊗ f ∈ H ⊗ L2(G) and each s ∈ G, we must
have (cu∗

sbusx)f(s) = (c ⊗ 1)U∗(b ⊗ 1)U(x ⊗ f)(s) = U∗(b ⊗ 1)U(c ⊗
1)(x ⊗ f)(s) = (u∗

sbuscx)f(s). If we take s to be the group unit e, we
may conclude from this that b commutes with c, and hence that b ∈ M.
Therefore ã = U∗(b⊗ 1)U ∈ U∗(M ⊗ 1)U = π(M) as required. □

With Theorem 6.50 as foundation, we may now construct an operator-
valued weight from M ⋊α G to M.
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Definition 6.51. We formally define the operator-valued weight WG

from (M⋊αG)+ onto the extended positive part of π(M) by the prescrip-
tion WG(a) =

∫
Ĝ
α̂γ(a) dγ where a ∈ (M ⋊α G)+.

Haagerup’s result confirms that the above definition serves the purpose
for which it was formulated.

Proposition 6.52 ([Haa78b, Theorem 1.1]). The prescription a 7→
WG(a) defined above yields a faithful normal semifinite operator valued
weight from (M⋊αG)+ onto π̂(M) for which we have that WG ◦ α̂γ = WG

for each γ ∈ Ĝ.

Corollary 6.53. If the group G is discrete, the operator-valued weight
WG defined above is a positive scalar multiple of a faithful normal condi-
tional expectation from M⋊αG onto π(M). The action of this conditional
expectation is uniquely determined by the formula

WG(λgπ(a)) =
{
π(a) if g = 0
0 otherwise g ∈ G, a ∈ M.

Proof. We have already noted that the group G is discrete if and only
if the dual group Ĝ is compact. Hence, Haar measure on Ĝ will be finite.
It is clear that in this case WG(a) =

∫
Ĝ
α̂γ(a) dγ will be an element of M

for each a ∈ M⋊αG. In fact, on rescaling we may assume Haar measure on
Ĝ to be a probability measure, in which case WG(1) = 1. The fact that the
action of the conditional expectation on terms of the form λgπ(a) (where
g ∈ G, a ∈ M) uniquely determines the expectation, follows from Remark
6.42 and the noted normality of this expectation. Given such an element,
we may apply Theorem 6.50 to see that WG(λgπ(a)) =

∫
Ĝ
α̂γ(λgπ(a)) dγ =

λgπ(a)
∫
Ĝ
γ(g) dγ. Assuming G to be additive, the claim now follows from

the known fact that∫
Ĝ
γ(g) dγ =

{ 1 if g = 0
0 otherwise .

(See Exercise VII.5.6 of [Kat04].) □

We are now ready to introduce the notion of a dual weight, and study
its properties.

Definition 6.54. Given any normal weight ψ on M, we define ψ̃ =
ψ̂ ◦ π̂−1 ◦ WG to be the corresponding dual weight on (M ⋊α G). Here ψ̂
is the extension of ψ to M̂ and π̂−1 the extension of π−1, to π̂(M).
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We hasten to point out that Haagerup has demonstrated the existence
of an operator valued weight from (M⋊αG)+ to M̂+, and of dual weights
for general possibly non-abelian locally compact groups ([Haa78b],
[Haa78a, Definition 3.1]).

We note that the fact proven below that ψ 7→ ψ̃ is a bijection on the
full set of normal weights, does not seem to be recorded in the literature.
(See the remark at the start of this chapter.)

Theorem 6.55. The mapping ψ 7→ ψ̃ is a bijection between the set of
all normal weights on M, and the set of normal weights on M⋊αG which
are α̂-invariant in the sense that ψ̃ ◦ α̂γ = ψ̃ for all γ ∈ Ĝ.

For any two normal weights ψ1 and ψ2 on M, and any a ∈ M, we
moreover have that

(i) ψ1 ≤ ψ2 if and only if ψ̃1 ≤ ψ̃2, and in addition ψα ↗ ψ if and
only if ψ̃α ↗ ψ̃,

(ii) ˜(ψ1 + ψ2) = ψ̃1 + ψ̃2,
(iii) π(a∗).ψ̃.π(a) = ã∗.ψ.a,
(iv) e0(ψ̃) = π(e0(ψ)),
(v) e∞(ψ̃) = π(e∞(ψ)),

It follows that ψ is faithful (respectively semifinite) if and only if ψ̃ is.
Hence the map ψ 7→ ψ̃ restricts to a bijection between the set of all normal
semifinite weights on M, and the set of normal semifinite α̂-invariant
weights on M ⋊α G.

The following proof is based on the argument presented in [Ter81,
Lemma II.1].

Proof. For the sake of simplicity, we will in the proof identify M
with π(M), and write W for WG where convenient.

Firstly note that if ψ is normal, then so is its extension ψ̂ to the
extended positive part of M. The normality of WG then ensures that
ψ̃ = ψ̂ ◦ WG is indeed normal. In addition the fact that WG is α̂-invariant,
clearly ensures that the same is true of ψ̃.

Since WG maps onto M̂+, it is clear that ψ1 ≤ ψ2 ⇔ ψ̂1 ≤ ψ̂2 ⇔ ψ̃1 ≤
ψ̃2 and similarly that ψα ↗ ψ ⇔ ψ̂α ↗ ψ̂ ⇔ ψ̃α ↗ ψ̃. Hence (i) follows.

Given two normal semifinite weights ψ1, ψ2 on M, it easily follows
from the basic properties of the extension of a weight to the extended
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positive part, that ψ̂1 + ψ2 = ψ̂1 + ψ̂2 (see [Haa79b, Proposition 1.10]).
The validity of (ii) then follows by definition.

Let a ∈ M be given. Recall that for any m in the extended posi-
tive part M̂+ of M, a∗ma is defined to be that member of M̂+ which
maps a positive linear functional ρ on M, onto m(a∗ρa), where a∗ρa is
the positive linear functional given by ρ(a · a∗). Given a normal semifinite
weight ψ on M, we may then define a∗ψ̂a to be that map on M̂+ which
maps each m ∈ M̂+ onto ψ̂(a∗ma). On once again considering the basic
properties of the extension of a weight to the extended positive part, care-
ful checking now reveals that a∗ψ̂a = â∗ψa. If we combine this fact with
the observation that WG(a∗fa) = a∗WG(f)a for any f ∈ (M ⋊α G)+, the
validity of (iii) then follows by definition.

Let p0 ∈ M and q0 ∈ M ⋊α G be those projections for which Mp0 =
Nψ = {a ∈ M : ψ(a∗a) = 0} and (M ⋊α G)q0 = N

ψ̃
= {f ∈ (M ⋊α

G) : ψ̃(f∗f) = 0}. We first show that in fact q0 ∈ M. Since ψ̃ is α̂-
invariant, it easily follows that f ∈ N

ψ̃
if and only if for any γ ∈ Ĝ, we

have that α̂γ(f) ∈ N
ψ̃
. That means that (M⋊αG)q0 = N

ψ̃
is α̂-invariant,

which can only be the case if q0 itself is α̂-invariant. But by Theorem 6.50,
we then have that q0 ∈ M.

We next claim that nW Nψ ⊆ N
ψ̃
. To see this observe that for any

a ∈ Nψ and any f ∈ nW , we have that ψ̃(a∗f∗fa∗) = ψ̂(WG(a∗f∗fa)) =
ψ̂(a∗WG(f∗f)a) ≤ ∥WG(f∗f)∥ψ̂(a∗a) = 0. Since nW is σ-weakly dense in
M⋊αG and Nψ = Mp0, we therefore have that nW Nψ

w∗
= (M⋊αG)p0 ⊆

(M ⋊α G)q0. This can of course only be the case if p0 ≤ q0.
Since q0 ∈ M, we need only show that ψ(q0) = 0 (equivalently q0 ∈

Nψ), to see that equality holds. Recall that by definition ψ(ẆG(f)) =
ψ̃(f) for all f ∈ mW . Let a, b ∈ nW be given. For any k ∈ {0, 1, 2, 3}, we
will therefore have that

0 = ψ̃(q0(a+ ikb)∗(a+ ikb)q0) = ψ(ẆG(q0(a+ ikb)∗(a+ ikb)q0))
= ψ(q0ẆG((a+ ikb)∗(a+ ikb))q0).

Therefore q0ẆG((a+ ikb)∗(a+ ikb))q0 ∈ N∗
ψNψ for each k ∈ {0, 1, 2, 3}. We

may now use the identity q0b
∗aq0 = 1

4
∑3
k=0 q0(a+ ikb)∗(a+ ikb)q0, to con-

clude that in fact q0ẆG(b∗a)q0 ∈ N∗
ψNψ, and hence that q0ẆG(mW )q0 ⊆

N∗
ψNψ. Since ẆG(mW ) is σ-weakly dense in M, it follows from the fact that
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Nψ = Mp0, that the above inclusion can only hold if q0Mq0 ⊆ p0Mp0.
Therefore q0 ≤ p0, and hence equality holds. this proves (iv).

With regard to (v), we will first show that e∞(ψ) ≤ e∞(ψ̃), and then
prove that equality holds. To be able to do this we first need to show that if
ψ is semifinite, then so is ψ̃. So let ψ be a given normal semifinite weight on
M. The semifiniteness of WG ensures that nW = {a ∈ M⋊αG : WG(a∗a) ∈
M} is σ-weakly dense in M⋊αG. By assumption nψ = {f ∈ M : ψ(f∗f) <
∞} is σ-weakly dense in M. Hence we may select a net (fi) ⊆ nψ which
is σ-weakly convergent to 1. For any a ∈ nW , the net (afi) will then be
σ-weakly convergent to a. In addition

ψ̃((afi)∗(afi)) = ψ(WG(f∗
i a

∗afi))
= ψ(f∗

i WG(a∗a)fi)
≤ ∥WG(a∗a)∥ψ(f∗

i fi) < ∞.

In other words (afi) ⊆ n
ψ̃
. But then n

ψ̃
must be σ-weakly dense in nW ,

which in turn we know to be σ-weakly dense in M ⋊α G. Hence n
ψ̃

is
σ-weakly dense in M ⋊α G. Thus if ψ is semifinite, then so is ψ̃.

Returning to the general case, recall that for any normal weight ψ,
the weight e∞(ψ).ψ.e∞(ψ) is semifinite. It now follows from part (iii) and
what we have just shown, that e∞(ψ).ψ̃.e∞(ψ) will then be semifinite.
Writing e∞ for e∞(ψ), this means that n

e∞.ψ̃.e∞
is σ-weakly dense in

M ⋊α G. It is now an easy exercise to see that n
e∞.ψ̃.e∞

e∞ ⊆ n
ψ̃
. On

taking the σ-weak closure of both sides of this inclusion, we obtain that
(M ⋊α G)e∞ ⊆ (M ⋊α G)e∞(ψ̃), which can only be the case if e∞(ψ) ≤
e∞(ψ̃).

We pass to showing that equality holds. Let f ∈ nψ be given. For
ease of notation write e0 for e0(ψ). Observe that as a member of M̂+,
(1− e0)WG(f∗f)(1− e0) has a spectral resolution of the form

(1− e0)WG(f∗f)(1− e0) =
∫ ∞

0
λ deλ + ∞.p

where each eλ is orthogonal to p. Since
(1 − e0)WG(f∗f)(1 − e0) is “supported” on 1 − e0, we in particular also
have that p ≤ (1− e0).

Since ψ is faithful on (1− e0)M(1− e0), and since

ψ((1− e0)WG(f∗f)(1− e0)) = ψ(WG(f∗f)) = ψ̃(f∗f) < ∞,
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we must have that ψ(p) = 0. Given that ψ is faithful on (1 − e0)M(1 −
e0), this ensures that that p = 0. But then (1 − e0)WG(f∗f)(1 − e0) is
a densely-defined operator affiliated to M with spectral resolution (1 −
e0)WG(f∗f)(1− e0) =

∫∞
0 λ deλ. Setting en = χ[0,n]((1− e0)WG(f∗f)(1−

e0)) we will for each n ∈ N then have that en(1− e0)WG(f∗f)(1− e0)en =∫ n
0 λ deλ ∈ M with in addition

ψ(en(1− q0)WG(f∗f)(1− q0)en) ≤ ψ((1− q0)WG(f∗f)(1− q0))
= ψ̂(WG(f∗f)) = ψ̃(f∗f) < ∞,

where we used the fact that en(1 − e0)WG(f∗f)(1 − e0)en =
∫ n

0 λ deλ ≤∫∞
0 λ deλ = (1−e0)WG(f∗f)(1−e0). Hence en(1−e0)WG(f∗f)(1−e0)en ∈
mψ ⊆ e∞Me∞ for each n ∈ N. If now we let n → ∞, it will follow that
(1−e0)WG(f∗f)(1−e0) η e∞Me∞. Recall that e0 ≤ e∞, and that e∞ and
e0 must therefore commute. For any f ∈ nψ we will then have that

ψ̃(f∗f) = ψ̂(WG(f∗f)) = ψ̂(e∞(1− e0)WG(f∗f)(1− e0)e∞)
= ψ̂(WG(e∞(1− e0)f∗f(1− e0)e∞))
= ψ̃(e∞(1− e0)f∗f(1− e0)e∞)
= ψ̃((1− e0)e∞f

∗fe∞(1− e0))
= ψ̃(e∞f

∗fe∞).

Recall that m
ψ̃

= span{g∗f : f, g ∈ n
ψ̃

}, and that g∗f = 1
4
∑3
k=0(f +

ikg)∗(f + ikg) for any f, g ∈ n
ψ̃
. The equalities displayed above there-

fore shows that ψ̃ and e∞ψ̃e∞ agree on m
ψ̃
, and hence also on m

ψ̃
w∗ =

e∞(ψ̃)(M ⋊α G)e∞(ψ̃). But since e∞ = e∞(ψ) ≤ e∞(ψ̃), we must then
have that

0 = (e∞.ψ̃.e∞)(e∞(ψ̃) − e∞) = ψ̃(e∞(ψ̃) − e∞)
= ψ̃((1− e0)(e∞(ψ̃) − e∞)(1− e0)).

(Here we used the fact that ψ̃(x) = ψ̃((1 − e0)x(1 − e0)) for any x ∈
(M ⋊α G)+.) Since ψ̃ is faithful on (1 − e0)(M ⋊α G)(1 − e0), it follows
that 0 = (1 − e0)(e∞(ψ̃) − e∞)(1 − e0). Given that e0 = e0(ψ̃) ≤ e∞ =
e∞(ψ) ≤ e∞(ψ̃), it now easily follows that (1−e0)(e∞(ψ̃)−e∞)(1−e0) =
e∞(ψ̃) − e∞, and hence that e∞(ψ̃) = e∞ = e∞(ψ). Thus the validity of
(v) is established.
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Since a normal weight ψ is semifinite if and only if e∞(ψ) = 1 and
faithful if and only if e0(ψ) = 0 (and similarly for ψ̃), it is now clear that
ψ is faithful (respectively semifinite) if and only if ψ̃ is.

We show that the map ψ 7→ ψ̃ is injective. Hence suppose that for
normal weights ψ1 and ψ2 on M, we have that ψ̃1 = ψ̃2. These weights
extend uniquely to weights ̂̃ψ1 = ̂̃

ψ2 on ̂(M ⋊α G)+. This uniqueness of
course ensures that these extensions must be of the form̂̃

ψ1 = ψ̂1 ◦ π̂−1 ◦ ŴG
̂̃
ψ2 = ψ̂2 ◦ π̂−1 ◦ ŴG

where ŴG is the unique extension of WG to all of ̂(M ⋊α G)+. Recall that
the normality of WG ensures that ŴG actually maps onto M̂+ (see Remark
6.33). So given x ∈ M+, there must exist some mx ∈ ̂(M ⋊α G)+ such
that x = ŴG(mx). By the previously displayed formulas we will then
have that ψ1(x) = ̂̃

ψ1(mx) = ̂̃
ψ2(mx) = ψ2(x). We therefore have that

ψ1 = ψ2 as was required.
We need some additional technology before we are able to prove the

claim regarding surjectivity of the map ψ 7→ ψ̃. We therefore defer the
proof of surjectivity until after the requisite technology has been devel-
oped. □

Some conceptual background is necessary to understand the thrust of
the proof of the next theorem. For that reason we discuss the issue of gen-
erators of groups of isometries on von Neumann algebras. The fastidious
reader may find details and proofs of the claims made below in [CZ76]. (In
particular note [CZ76, Theorems 2.4 & 4.4].) Let t 7→ σt be a σ-weakly
continuous group of isometries on some von Neumann algebra R. For any
w ∈ C with Im(w) > 0, we may then defineD(σw) to be the set of all a ∈ R
for which the map t 7→ σt(a) (t ∈ R), may be extended to a σ-weakly con-
tinuous function fw on the strip {z ∈ C : 0 ≤ Im(z) ≤ Im(w)} which is an-
alytic on the interior of that strip. We then define σw on D(σw) by setting
σw(a) = fw(a) for any a ∈ D(σw). In the case where Im(w) < 0, the map
σw is defined similarly using the strip {z ∈ C : 0 ≥ Im(z) ≥ Im(w)}. The
maps σw can then all be shown to be σ-weakly closed and σ-weakly densely
defined linear operators on R, for which we have that σw1σw2 ⊆ σw1+w2
for all w1, w2 ∈ C, with equality holding whenever Im(w1). Im(w2) ≥ 0. In
particular σ−w = σ−1

w . Among these maps, σ−i plays a particularly crucial
role, and is referred to as the analytic generator of the group. As we shall
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shortly see the crucial aspect regarding this map is that two such groups
coincide if their analytic generators coincide. We briefly present some ba-
sic technical facts regarding such groups before passing to the proof of the
theorem of interest.

The first fact we need is a criterion describing membership of D(σφ−i/2)
where (σφ) is the modular automorphism group of φ.

Lemma 6.56 ([Haa79b, Lemma 3.3]/[Tak03a, VIII.3.18(1)]). Let φ
be a faithful normal semifinite weight on a von Neumann algebra M. For
any a ∈ M and k ≥ 0 the following are equivalent:

• φ(a · a∗) ≤ k2φ;
• a ∈ D(σφ−i/2) and ∥σφ−i/2(a)∥ ≤ k.

We also need criteria which ensure the agreement of two such groups.

Proposition 6.57 ([Tak03a, VIII.3.24]/[Haa79b, Lemma 4.4]). Let
M, M0 be von Neumann algebras, with M0 a von Neumann subalgebra of
M. Let σt and σ(0)

t (where t ∈ R), be σ-weakly continuous one-parameter
groups of isometries on M and M0 respectively. If σ−i ⊆ σ

(0)
−i , then

σ
(0)
t (a) = σt(a) for all a ∈ M0 and all t ∈ R.

The above result may now be used to prove the following useful fact.

Theorem 6.58 ([Tak03a, VIII.3.25]). Let φ be a faithful normal
semifinite weight on a von Neumann algebra M. For any a, b ∈ M, the
following are equivalent:

• (a, b) belongs to the graph G(σφ−i), that is we have a ∈ D(σφ−i)
with σφ−i(a) = b;

• an∗
φ ⊆ n∗

φ, nφb ⊆ nφ, and φ(ax) = φ(xb) for all x ∈ mφ.

The proof of the following theorem is due to Haagerup. The proofs of
the two bullets are respectively taken from [Haa79b] and [Haa78a].

Theorem 6.59. For any faithful normal semifinite weight ψ on M,
the action of σψ̃t on M ⋊α G is uniquely determined by the prescriptions

• σψ̃t (π(a)) = π(σψt (a)) for all a ∈ M and all t ∈ R;
• σψ̃t (λg) = λg(Dψ̃ ◦ αg : Dψ̃)t for all g ∈ G, with σψ̃t (λg) = λg if
ψ is αg invariant.
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Proof. For the sake of simplicity we identify M and π(M). We first
prove the second bullet. Given any f ∈ M ⋊α G and any ξ ∈ L2(G,H),
it follows from the definition of the dual action α̂, that α̂γ(λgfλ∗

g)ξ(s) =
λgα̂γ(f)λ∗

gξ(s) for every γ ∈ Ĝ, and all s, g ∈ G (see equation (6.1)).
For any f ∈ (M ⋊α G)+, we may now apply Proposition 6.40 to see

that

WG(λgfλ∗
g) =

∫
Ĝ
α̂γ(λgfλ∗

g) dγ = λg

∫
Ĝ
α̂γ(f) dγλ∗

g

= λgWG(f)λ∗
g = σg(WG(f)).

But then ψ̃(λgfλ∗
g) = ψ̂(WG(λgfλ∗

g)) = ψ̂(αg(WG(f))) = ψ̃ ◦ αg(f). The
claim now follows from Lemma 6.23.

We pass to proving the first bullet. By Proposition 6.57, it will be
enough to show that in their action on M, we have that σψ−i ⊆ σψ̃−i. In
principle, we therefore need to show that if (a, b) ∈ G(σψ−i) (the graph of
σψ−i), then (a, b) ∈ G(σψ̃−i). So let (a, b) ∈ G(σψ−i) be given. By the discus-
sion preceding the theorem, we then have that a ∈ D(σψ−i) ⊆ D(σψ−i/2),
and b ∈ D(σψi ) ⊆ D(σψi/2). (The claim about b follows since σψi is the
inverse of σψ−i.) Since for any t ∈ R we have that σψt (b∗) = σψt (b)∗, careful
checking shows that this ensures that then b∗ ∈ D(σψ−i/2). By Lemma 6.56,
we then have that there exists some k > 0 such that

ψ(axa∗) ≤ k2ψ(x) and ψ(b∗xb) ≤ k2ψ(x) for every x ∈ M+.

Any element of the extended positive part of M may be written as the
limit of an increasing net in M+. Since the extension ψ̂ of ψ to M̂+ is
normal, it therefore follows that

ψ̂(ama∗) ≤ k2ψ̂(m) and ψ̂(b∗mb) ≤ k2ψ̂(m) for every m ∈ M̂+.

On using the fact that for any x ∈ (M ⋊α G)+ we have that WG(axa∗) =
aWG(x)a∗and WG(b∗xb) = b∗WG(x)b, it is then clear that

ψ̃(axa∗) ≤ k2ψ̃(x) and ψ̃(b∗xb) ≤ k2ψ̃(x) for every x ∈ (M ⋊α G)+.
(6.2)

(Note for example that

ψ̃(axa∗) = ψ̂(WG(axa∗)) = ψ̂(aWG(x)a∗) ≤ k2ψ̂(WG(x)) = k2ψ̃(x)
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when x ∈ (M⋊αG)+.) It now trivially follows from the above inequalities,
that n

ψ̃
a∗ ⊆ n

ψ̃
, and n

ψ̃
b ⊆ n

ψ̃
. So if we can show that

ψ̃(ax) = ψ̃(xb) for all x ∈ m
ψ̃
, (6.3)

we would by Theorem 6.58, then have that (a, b) ∈ G(σψ̃−i), which would
prove the theorem. So it remains to show that equation (6.3) holds. We
first show that equation (6.3) holds for all x in the subspace (n

ψ̃
∩nW )∗(n

ψ̃
∩

nW ) = span{g∗f : f, g ∈ (n
ψ̃

∩nW )}. The first step in doing this is showing
that ẆG maps (n

ψ̃
∩ nW )∗(n

ψ̃
∩ nW ) into n∗

ψnψ = mψ. To see this let
f, g ∈ (n

ψ̃
∩ nW ) be given. For any k ∈ {0, 1, 2, 3} we then have that

ψ(ẆG((f + ikg)∗(f + ikg))) = ψ̃((f + ikg)∗(f + ikg)) < ∞,

and hence that ẆG((f + ikg)∗(f + ikg)) ∈ mψ. Since g∗f = 1
4
∑3
k=0(f +

ikg)∗(f + ikg), the same is then true of ẆG(g∗f), which proves the claim.
Using what we know about ψ, we therefore have that

ψ̃(ax0) = ψ(ẆG(ax0)) = ψ(aẆG(x0))
= ψ(ẆG(x0)b) = ψ(ẆG(x0b))
= ψ̃(x0b)

(6.4)

for all x0 ∈ (n
ψ̃

∩ nW )∗(n
ψ̃

∩ nW ). We will use this equality to prove
equation (6.3). Observe that since m

ψ̃
= span{g∗f : f, g ∈ n

ψ̃
}, and since

g∗f = 1
4
∑3
k=0(f + ikg)∗(f + ikg) for any f, g ∈ n

ψ̃
, it is enough to prove

that equation (6.3) holds for terms of the form x = f∗f where f ∈ n
ψ̃
.

Let such an f be given. Recall that as a member of M̂+, WG(f∗f) has
a spectral resolution of the form WG(f∗f) =

∫∞
0 λ deλ+∞.p where each eλ

is orthogonal to p. Since ψ̂(WG(f∗f)) = ψ̃(f∗f) < ∞, we must have that
ψ̂(p) = 0 and hence that p = 0. But then WG(f∗f) is a densely-defined
operator affiliated to M. For each n ∈ N we then have that

WG(enf∗fen) = enWG(f∗f)en =
∫ n

0
λ deλ ∈ M,

with in addition
ψ̃(enf∗fen) = ψ̂(WG(enf∗fen)) = ψ̂(enWG(f∗f)en)

≤ ψ̂(WG(f∗f)) = ψ̃(f∗f) < ∞
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since enWG(f∗f)en ≤ WG(f∗f). Hence fen ∈ (n
ψ̃

∩ nW ) for each n ∈ N.
Also notice that by the normality of ψ, ψ̃(enf∗fen) = ψ(enWG(f∗f)en) =
ψ(
∫ n

0 λ deλ) increases to ψ̃(f∗f) = ψ(WG(f∗f)) = ψ(
∫∞

0 λ deλ) as n ↗ ∞.
Since ψ(

∫∞
0 λ deλ) < ∞, this ensures that

ψ̃((1− en)f∗f(1− en)) = ψ(WG((1− en)f∗f(1− en)))
= ψ((1− en)WG(f∗f)(1− en))

= ψ(
∫ ∞

n
λ deλ) → 0 as n ↗ ∞.

We now use this fact to show that limn→∞ ψ̃(aenf∗fen) = ψ̃(af∗f), and
limn→∞ ψ̃(enf∗fenb) = ψ̃(f∗fb).

For any n ∈ N we may write

ψ̃(af∗f − aenf
∗fen) = ψ̃(a(1− en)f∗f) + ψ̃(aenf∗f(1− en)).

By the Cauchy-Schwarz inequality for ψ̃ on m
ψ̃

and equation (6.2), we
have that

|ψ̃(a(1− en)f∗f)| ≤ ψ̃(a(1− en)f∗f(1− en)a∗)1/2ψ̃(f∗f)1/2

≤ kψ̃((1− en)f∗f(1− en))1/2ψ̃(f∗f)1/2.

This clearly ensures that ψ̃(a(1 − en)f∗f) → 0 as n → ∞. An entirely
similar proof shows that ψ̃(aenf∗f(1 − en)) also tends to 0 as n → ∞.

This then ensures that limn→∞ ψ̃(aenf∗fen) = ψ̃(af∗f), as required. To
prove the second limit formula, we write ψ̃(f∗fb − enf

∗fenb) = ψ̃((1 −
en)f∗fb) + ψ̃(benf∗f(1− en)b), and argue along similar lines.

By equation (6.4), we have that ψ̃(aenf∗fen) = ψ̃(enf∗fenb) for every
n ∈ N. If we consider this fact alongside the limit formulae we have just
proven, we have that ψ̃(af∗f) = ψ̃(f∗fb) as required. □

Given two faithful normal semifinite weights ψ1 and ψ2 on M, our
next result compares the Connes cocycle derivatives of the pair (ψ1, ψ2)
to that of the pair (ψ̃, ψ̃2).

Theorem 6.60. For any two faithful normal semifinite weights ψ1 and
ψ2 on M, we have that (Dψ̃1 : Dψ̃2)t = π((Dψ1 : Dψ2)t) for every t ∈ R

Haagerup provided two proofs of this fact — one in [Haa78a], and
the other in [Haa79b]. We outline a modified version of the first proof.
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Proof. The proof relies on tricks which are fairly standard in the
theory of Connes cocycle derivatives. However although standard, this
theory is somewhat outside the scope of this manuscript. We therefore
provide only an outline of the proof. The interested reader may find
details of these tricks in §VIII.3 of [Tak03a], and also in [Haa78a].

Let M2 be the 2 × 2 matrices over C, and let {ei,j : 1 ≤ i, j ≤ 2} be
the standard basis for M2. Now consider M⊗M2. The action α of G on
M, then lifts to an action β = α ⊗ id of G on M⊗M2 (where id is the
identity operator on M2). One may then further show that

(M⊗M2) ⋊β G = (M ⋊α G)⊗M2.

The next step is to define a weight ψ on (M⊗M2)+ by setting

ψ

([
x11 x1,2
x21 x22

])
= ψ1(x11) + ψ2(x22) for any [xij ] ∈ (M⊗M2)+.

Next note that by Theorem 6.35, the canonical operator-valued weight
on ((M⊗M2)⋊β G)+ is just WG ⊗ id. One may then use this fact to show
that the dual weight ψ̃ on ((M⊗M2) ⋊β G)+ is of the form

ψ̃

([
y11 y1,2
y21 y22

])
= ψ̃1(y11) + ψ̃2(y22) for any [yij ] ∈ ((M⊗M2) ⋊β G)+.

As we have done before many times, we will in the rest of the proof
again identify M with π(M) to simplify notation. Having done this,
we next observe that the one parameter modular automorphism group
induced by ψ̃ on (M⊗M2) ⋊β G is of the form

σψ̃t

([
y11 y1,2
y21 y22

])
=

 σψ̃1
t (y11) σψ̃1,ψ̃2

t (y1,2)
σψ̃2,ψ̃1
t (y21) σψ̃1

t (y22)


for any [yij ] ∈ (M⊗M2)⋊βG, where σψ̃1,ψ̃2

t and σψ̃2,ψ̃1
t are groups of isome-

tries on (M⊗M2) ⋊β G. (See the discussion preceding [Tak03a, Lemma
VIII.3.5].) Similarly for σψt , we have that

σψt

([
x11 x1,2
x21 x22

])
=
([

σψ1
t (x11) σψ1,ψ2

t (x1,2)
σψ2,ψ1
t (x21) σψ1

t (x22)

])

for any [xij ] ∈ M⊗M2. In fact the cocycle derivatives (Dψ̃1 : Dψ̃2)t and
(Dψ1 : Dψ2)t may respectively be defined by the prescriptions σψ̃1,ψ̃2

t (1) =
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(Dψ̃1 : Dψ̃2)t and σψ̃1,ψ̃2
t (1) = (Dψ1 : Dψ2)t. (Once again see the discus-

sion preceding [Tak03a, Lemma VIII.3.5].) Having noted these facts we
may now use Theorem 6.59 to see that for any t ∈ R[

0 (Dψ̃1 : Dψ̃2)t
0 0

]
=

[
0 σψ̃1,ψ̃2

t (1)
0 0

]

= σψ̃t

([ 0 1

0 0

])
= σψt

([ 0 1

0 0

])
=

[
0 σψ1,ψ2

t (1)
0 0

]

=
[ 0 (Dψ1 : Dψ2)t

0 0

]
The result now clearly follows. □

We are now finally ready to complete the proof of Theorem 6.55.

Proof of the surjectivity claim in Theorem 6.55. The proof
uses the technology of Connes cocycle derivatives. The reader unfamiliar
with this theory should review the relevant material in section 6.2. Let ϑ
be a normal semifinite α̂-invariant weight on M ⋊α G.

We first consider the case where ϑ is faithful. Let ψ be any faithful
normal semifinite weight on M. By what we have already proven, ψ̃ is
then an α̂-invariant faithful normal semifinite weight on M ⋊α G. It then
directly follows from Corollary 6.22 that α̂γ((Dϑ : Dψ̃)t) = (Dϑ : Dψ̃)t
for any t ∈ R and any γ ∈ Ĝ. By Theorem 6.50, this ensures that each
(Dϑ : Dψ̃)t belongs to π(M). Now let ut = π−1((Dϑ : Dψ̃)t) for each
t ∈ R. We may now use Theorem 6.59 to see that

π(us+t) = (Dϑ : Dψ̃)s+t = (Dϑ : Dψ̃)sσψ̃s ((Dϑ : Dψ̃)t)

= (Dϑ : Dψ̃)sπ(σψs (ut)) = π(usσψs (ut)),
or equivalently that us+t = usσ

ψ
s (ut) for all s, t ∈ R. By Theorem 6.25

there must then exist a faithful normal semifinite weight ψ0 on M, such
that ut = (Dψ0 : Dψ)t for all t ∈ R. An application of Theorem 6.60 now
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allows us to conclude that
(Dϑ : Dψ̃)t = π(ut) = π((Dψ0 : Dψ)t) = (Dψ̃0 : Dψ̃)t.

One may now use Theorem 6.24 to conclude that (Dϑ : Dψ̃0)t = 1 for all
t ∈ R. But then Theorem 6.27 ensures that we must have that ψ̃0 ≤ ϑ ≤
ψ̃0. In other words ψ̃0 = ϑ.

Now let ϑ be a normal α̂-invariant weight. Recall that by definition
we then have that (M ⋊α G)e0(ϑ) = {x ∈ M ⋊α G : ϑ(x∗x) = 0}. Since
ϑ is α̂-invariant, we clearly have that α̂γ({x ∈ M ⋊α G : ϑ(x∗x) = 0}) =
{x ∈ M ⋊α G : ϑ(x∗x) = 0} for each γ ∈ Ĝ, and hence that α̂γ((M ⋊α

G)e0(ϑ)) = (M ⋊α G)e0(ϑ) for each γ ∈ Ĝ. This can only be the case
if α̂γ(e0(ϑ)) = e0(ϑ) for each γ ∈ Ĝ, which ensures that in fact e0(ϑ) ∈
π(M). The α̂-invariance of ϑ similarly ensures that α̂γ(nϑ) = nϑ for each
γ ∈ Ĝ, which on taking the σ-weak closure, yields the fact that α̂γ((M⋊α

G)e∞(ϑ)) = (M ⋊α G)e∞(ϑ) for each γ ∈ Ĝ. As before we may conclude
from this that in fact e∞(ϑ) ∈ M. Having noted this fact, we will in the
following simply write e0 and e∞, for e0(ϑ) and e∞(ϑ).

Now suppose that ϑ is a normal semifinite weight (so e∞ = 1) for
which e0(ϑ) ̸= 0. Let ψ1 be any normal semifinite weight on M with
e0(ψ1) = 1− e0. It then follows from what we have already shown that ψ̃1
is a normal semifinite weight on (M ⋊α G)+ with e0(ψ̃1) = 1 − e0. It is
now an exercise to see that ν = ϑ+ ψ̃1 is then normal and faithful. Since
ϑ = (1 − e0).ϑ.(1 − e0) and ψ̃1 = e0ψ̃1e0, it is clear that nϑ(1 − e0) ⊆ nϑ
and n

ψ̃1
e0 ⊆ n

ψ̃1
, and that nϑ(1− e0)+ n

ψ̃1
e0 ⊆ nν . By the semi-finiteness

of ϑ and ψ̃1, each of nϑ and n
ψ̃1

is σ-weakly dense in M ⋊α G, and hence
so is nϑ(1 − e0) + n

ψ̃1
e0. The weight ν is therefore also semifinite. By

construction ν is α̂-invariant. Hence there must exist a faithful normal
semifinite weight ς on M such that ν = ς̃ . By construction and part (iii)
of the present theorem, we must then have that

ϑ = (1− e0)ν(1− e0) = (1− e0) · ς̃ · (1− e0) = ˜(1− e0) · ς · (1− e0).
This shows that for the normal weight ϱ = (1− e0) · ς · (1− e0) on M we
have ϑ = ϱ̃. (Since ϑ = ϱ̃ is semifinite, we in fact have that ϱ is semifinite.)

Finally suppose that ϑ is merely normal and α̂-invariant. Since e∞ ·
ϑ · e∞ is semifinite and still α̂-invariant (by the fact that e∞ ∈ M), there
exists a normal semifinite weight ς on M such that ς̃ = e∞ ·ϑ ·e∞. We will
construct a normal weight ν from ς for which ν̃ = ϑ. We first note that
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{x : (e∞ ·ϑ ·e∞)(x∗x) = 0} = Ne∞·ϑ·e∞ = (M⋊αG)(e0 +(1−e∞)). To see
this observe that x ∈ Ne∞·ϑ·e∞ if and only if xe∞ ∈ Nϑ = (M ⋊α G)e0.
Since we trivially have that (M ⋊α G)(1 − e∞) ⊆ Ne∞·ϑ·e∞ , the claim
follows. By (iv) we therefore have that e0(ς) = e0(e∞ ·ϑ · e∞) = e0 + (1−
e∞).

It clearly follows that 1− e∞ ≤ e0(ς), or equivalently that 1− e0(ς) ≤
e∞. Since (1− e0(ς)) · ς · (1− e0(ς)) = ς, this ensures that e∞ · ς · e∞ = ς.
Thus ς is in particular 0-valued on (1− e∞)M+(1− e∞). We now define
a new weight ϱ on M with the prescription that it must be infinite valued
on all the non-zero elements of (1 − e∞)M+(1 − e∞) and equal ς on
e∞M+e∞, with ϱ(x) = ς(e∞xe∞) + ϱ((1 − e∞)x(1 − e∞)) for x ∈ M+.
It is not difficult to verify that ϱ is normal. In addition (on using the fact
that e∞.ς.e∞ = ς), it is also clear that e∞ · ϱ · e∞ = ς.

The fact we have just noted, clearly ensures that for any x ∈ M,
ς(x∗x) < ∞ if and only if ϱ(e∞x

∗xe∞) < ∞. So nςe∞ ⊆ nϱ. Also if
ϱ(x∗x) < ∞, then we must have that (1− e∞)x∗x(1− e∞) = 0, in which
case x ∈ Me∞. Hence nϱ ⊆ Me∞. Taken together, these facts ensure
that the σ-weak closure of nϱ is precisely Me∞, and hence that e∞(ϱ) =
e∞. Since Nϱ = {x : ϱ(x∗x) = 0} ⊆ nϱ, it is clear from the above that
Nϱ ⊆ Me∞. Using the facts that ϱ and ς agree on e∞Me∞, we may
then conclude that Nϱ = Nςe∞. By part (iii) we have that e0(ς) = e0(ς̃) =
e0(e∞ ·ϑ·e∞) = e0+(1−e∞). Hence Nϱ = Nςe∞ = M(e0+(1−e∞))e∞ =
Me0; that is e0(ϱ) = e0. For the weight ϱ we therefore have by part (iv)
and (v) that e0(ϱ̃) = e0 = e0(ϑ) and e∞(ϱ̃) = e∞ = e∞(ϑ). In addition

e∞ · ϱ̃ · e∞ = ˜e∞ · ϱ · e∞ = ς̃ = e∞ · ϑ · e∞.

These facts are enough to ensure that ϱ̃ = ϑ as required. □

6.6 Crossed products with modular automorphism groups

Let the von Neumann algebra be equipped with a faithful normal
semifinite weight φ. Tomita-Takesaki theory then informs us that this
weight induces a canonical one-parameter group of point to σ-weak con-
tinuous *-automorphisms σφt (t ∈ R) on M — the so-called modular
automorphism group — for which we have that φ ◦ σφt = φ for all t ∈ R.
This group is of course an action of R on M, and hence we may construct
the crossed product with respect to this action. In this case we will de-
note this crossed product by M ⋊φ R. This crossed product is absolutely
central to everything that follows, and will be repeatedly used. It is now
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commonly referred as the core of M in the literature. We will for the sake
of brevity often simply write M for M ⋊φ R. The dual group of R is of
course again a copy of R, with the characters in the “dual group” of the
form γt : R → T : s 7→ eist (here T is the circle group {z ∈ C : |z| = 1}). So
in this case the unitary group wt (t ∈ R) acting on L2(R, H) that induces
the dual action on M is of the form

wt(ξ)(s) = e−itsξ(s) ξ ∈ L2(R, H), s, t ∈ R.
Following convention, we will in this case write θt (t ∈ R) for the dual
action, with the action on the generators of M being given by

θt(π(a)) = a, θt(λs) = e−istλs, a ∈ M, s, t ∈ R.
In this particular case, the crossed product has some special features not
shared by crossed products with more general groups. Much of this follows
from the fact that in this case the modular automorphism group of the dual
weight φ̃ on M is implemented. (Note that by Theorem 6.55, φ̃ is indeed
a faithful normal semifinite weight on M.) On combining Proposition 6.40
and Theorem 6.59, it is clear that the modular automorphism group σφ̃t
is implemented by {λt} ⊆ M. Due to its significance, we state this as a
proposition.

Proposition 6.61. The modular automorphism group σφ̃t (t ∈ R) on
M corresponding to the dual weight φ̃ is implemented by the unitary group
{λt} ⊆ M in the sense that σφ̃t (a) = λtaλ

∗
t for all t ∈ R and all a ∈ M.

The above fact has two very far-reaching consequences, which we sum-
marise in the theorem below:

Theorem 6.62. Let M and M be as above.
(1) The centre of π(M) is contained in the centre of M.
(2) There exists a positive non-singular operator h affiliated with Mφ̃

(the centralizer of φ̃), such that λt = hit for all t ∈ R. For this
operator, the derived weight τ = φ̃(h−1·) is a faithful normal
semifinite trace which satisfies the identity τ◦θs = e−sτ for all s ∈
R. When equipped with this trace, h is just the Radon-Nikodym
derivative dφ̃

dτ .

Proof. To see that (1) holds, notice that on the centre of M, φ
behaves like a trace. Since traces are known to induce trivial modular
automorphism groups, it is no surprise to find that the elements of the



Crossed products 225

centre are fixed points of the automorphism group σφt (t ∈ R) (see Theorem
6.9). When passing to π(M), we see from Proposition 6.40 that this means
that for every element a of the centre, we have that λtπ(a)λt∗ = π(a) for
all t, or equivalently that λtπ(a) = π(a)λt for all t. Since π(a) commutes
with each λt and also each element of π(M), it must in fact commute
with each element of the algebra generated by these objects, namely M.
We pass to proving the second claim.

The fact that h is a positive non-singular operator affiliated with Mφ̃,
and τ a faithful normal semifinite trace, follows directly from Theorem
6.26. Since τ is a trace, its modular automorphism group is trivial. In
addition by the choice of τ , φ̃ is then just φ̃ = τ(h·). So by definition, h
is the Radon-Nikodym derivative dφ̃

dτ . It remains to check the claim that
τ ◦ θs = e−sτ for all s ∈ R. In this regard note that for a fixed s, we have
that θs(λt) = θs(hit) = (θs(h))it for each t ∈ R. However we also have that
θs(λt) = e−isthit = (e−sh)it. Hence both θs(h) and e−sh are generators of
the unitary group {θs(λt)} (t ∈ R). By the uniqueness of such generators,
we must have that θs(h) = e−sh. Since s was arbitrary, this holds for
all s. But then for any s, τ ◦ θs = φ̃(h−1θs(·)) = e−sφ̃(θs(h−1·)). Since
φ̃ is invariant with respect to the dual action, we have that τ ◦ θs =
e−sφ̃(θs(h−1·)) = e−sφ̃(h−1·) = e−sτ as required. □

Corollary 6.63. The dual action {θt : t ∈ R} extends to a continuous
action on M̃.

Proof. The equality τ ◦ θs = e−sτ ensures that in their action on the
projection lattice of M, we have that τ ◦ θs and τ are mutually absolutely
continuous with respect to each other in an ϵ-δ sense. Hence the claim
follows from Proposition 2.73. □

We close this discussion of the trace on M with the following ob-
servation which will prove to be an important tool in investigating the
uniqueness of the crossed product.

Proposition 6.64. Let τ be the canonical trace on M as described
above. Then λt = (Dφ̃ : Dτ)t for all t ∈ R.

Proof. Recall that the modular automorphism group of φ̃ is imple-
mented by the λt’s, and that τ is a trace, so that its modular automor-
phism group is trivial. We leave it as an exercise to verify that the λt’s
fulfil all the requirements stipulated for the (Dφ̃ : Dτ)t’s in Theorem
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6.20. So by the uniqueness criterion in that theorem, we must have that
λt = (Dφ̃ : Dτ)t as required. □

We pass to proving that in a very concrete sense, the algebra M =
M ⋊φ R is, almost surprisingly, independent of the particular faithful
normal semifinite weight used to construct it!

Theorem 6.65. Let φ1 and φ2 be two f.n.s. weights on M. Both
crossed products M ⋊φ1 R = M1 and M ⋊φ2 R = M2, are realised on the
same Hilbert space L2(R, H) and share the same shift operators λt (t ∈ R).
The action θs of the dual group therefore shares the same implementation
for each of the crossed products. In addition there is a *-isomorphism
I from M ⋊φ1 R = M1 onto M ⋊φ2 R = M2 implemented by a uni-
tary element u of B(L2(R, H)) for which we have that τ1 = τ2 ◦ I . The
*-isomorphism I extends to a *-isomorphism which homeomorphically
maps M̃1 onto M̃2, and which leaves the dual action invariant in the
sense that I ◦ θt = θt ◦ I for every t ∈ R.

Proof. A consideration of Definitions 6.41 and 6.46 reveals that the
first claim is by construction. We now define the unitary u on L2(R, H)
by

(uξ)(t) = (Dφ2 : Dφ1)−tξ(t) for all t ∈ R and all ξ ∈ L2(R, H).

For each a ∈ M and each ξ ∈ L2(R, H), it now follows from Theorem 6.20
that

uπ1(a)u∗ξ(t) = (Dφ2 : Dφ1)−tσ
φ1
−t(a)(Dφ2 : Dφ1)∗

−tξ(t)
= σφ2

−t(a)ξ(t) = π2(a)ξ(t).

We proceed to compute uλtu∗ for all t ∈ R. For this we need the fact
that the chain rule for cocycle derivatives (Theorem 6.24), ensures that
1 = (Dφ1 : Dφ1)t = (Dφ1 : Dφ2)t(Dφ2 : Dφ1)t for each t, and hence
that (Dφ1 : Dφ2)∗

t = (Dφ2 : Dφ1)t Given s ∈ R, we have that

(uλsu∗)ξ(t) = (Dφ2 : Dφ1)−t(λsu∗)ξ(t)
= (Dφ2 : Dφ1)−t(u∗ξ)(t− s)
= (Dφ2 : Dφ1)−t(Dφ2 : Dφ1)∗

s−tξ(t− s)

for all t ∈ R and all ξ ∈ L2(R, H). Since by Theorem 6.20

(Dφ2 : Dφ1)−tσ
φ1
−t((Dφ2 : Dφ1)s) = (Dφ2 : Dφ1)s−t for all s, t ∈ R,
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the above may be rewritten as

(uλsu∗)ξ(t)
= (Dφ2 : Dφ1)−t[(Dφ2 : Dφ1)−tσ

φ1
−t((Dφ2 : Dφ1)s)]∗ξ(t− s)

= (Dφ2 : Dφ1)−tσ
φ1
−t((Dφ2 : Dφ1)∗

s)(Dφ2 : Dφ1)∗
−tξ(t− s)

= (Dφ2 : Dφ1)−tσ
φ1
−t((Dφ1 : Dφ2)s)(Dφ2 : Dφ1)∗

−tξ(t− s)
= σφ2

−t((Dφ1 : Dφ2)s)ξ(t− s)
= σφ2

−t((Dφ1 : Dφ2)s)λsξ(t)
= π2((Dφ1 : Dφ2)s)λsξ(t).

(In the fourth equality we silently applied Theorem 6.20 once again.) We
therefore have that uλsu∗ = π2((Dφ1 : Dφ2)s)λs for each s. This is clearly
an element of M⋊φ2 R, and hence the prescription a 7→ uau∗ maps M1 —
the algebra generated by π1(M) and the λt’s — into M2. By now swopping
the roles of φ1 and φ2, we can similarly show that the prescription a 7→
u∗au maps M2 into M1. Hence we must have that uM1u

∗ = M2. The
prescription I (a) = uau∗ therefore clearly defines a *-isomorphism from
M1 onto M2.

It is now a simple matter to check that on M1, θs◦I = I ◦θs for each
s ∈ R. Specifically Theorem 6.50 ensures that for any a ∈ π1(M) it holds
that θs ◦ I (a) = I (a) = I ◦ θs(a). In addition for any t ∈ R, we have
that θs ◦ I (λt) = θs(π2((Dφ1 : Dφ2)t)λt) = e−istπ2((Dφ1 : Dφ2)t)λt =
I ◦ θs(λt). Hence the claim follows. If we can show that τ2 ◦ I = τ1,
then the fact that the *-isomorphism I extends to a bi-continuous *-
isomorphism from M̃1 onto M̃2 will follow from Proposition 2.73. By
continuity the extension will still satisfy θs ◦ I = I ◦ θs for each s ∈ R.

We proceed to show that indeed τ2 ◦ I = τ1. The first technical fact
we need is the observation that for each a ∈ M+

1

W (I (a)) =
∫
R
θs(I (a)) ds =

∫
R

I (θs(a)) ds = uW (a)u∗.

A subtlety we need to contend with here is that with two weights, we now
have two ways in which to define the corresponding dual weight. Let W be
the operator valued weight from M1 to π1(M)+. This weight is defined by
W (a) =

∫
R θs(a) ds. Observe that exactly the same prescription is used to

define the operator valued weight from M2 to π2(M)+. We will therefore
use the same notation for both versions. The standard way of defining
φ̃1 is in terms of M1 by means of the prescription φ̂1 ◦ π−1

1 ◦ W . However
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we can also define a dual version of φ1 in terms of M2. We shall write
φ̃

(2)
1 for this alternative version. In this case the prescription for φ̃(2)

1 is
φ̂1 ◦ π−1

2 ◦ W . Using the technical facts we verified above, we can now see
that these two versions are related by the formula

φ̃1(a) = φ̂1 ◦ π−1
1 ◦ W (a)

= φ̂1 ◦ π−1
2 (π2(π−1

1 (W (a))))
= φ̂1 ◦ π−1

2 (uπ1(π−1
1 (W (a)))u∗)

= φ̂1 ◦ π−1
2 (uW (a)u∗)

= φ̂1 ◦ π−1
2 (W (I (a)))

= φ̃
(2)
1 (I (a))

for each a ∈ M+
1 . We saw earlier that I (λt) = π2((Dφ1 : Dφ2)t)λt. By

reversing the roles of φ1 and φ2 in the proof of that fact, we may show
that I −1(λt) = u∗λtu = π1((Dφ2 : Dφ1)t)λt for each t. We may now use
these two facts alongside Corollary 6.22 to see that for each t

(Dφ̃1 : D(τ2 ◦ I ))t = (D(φ̃(2)
1 ◦ I ) : D(τ2 ◦ I ))t = I −1((Dφ̃(2)

1 : Dτ2)t).

On bringing Theorems 6.24 and 6.60, and Proposition 6.64 into play, it
then follows that

(Dφ̃1 : D(τ2 ◦ I ))t = I −1((Dφ̃(2)
1 : Dτ2)t)

= I −1((Dφ̃(2)
1 : Dφ̃2)t).I −1((Dφ̃2 : Dτ2)t)

= I −1(π2((Dφ1 : Dφ2)t)).I −1(λt)
= π1((Dφ1 : Dφ2)t).π1((Dφ2 : Dφ1)t)λt
= λt

= (Dφ̃1 : Dτ1)t.

This ensures that (D(τ2 ◦I ) : Dτ1)t = (D(τ2 ◦I ) : Dφ̃1)t(Dφ̃1 : Dτ1)t =
(Dφ̃1 : Dτ1)∗

t (Dφ̃1 : Dτ1)t = 1 for all t. Thus by Theorem 6.27, we have
that τ2 ◦ I = τ1 as required. □

The presence of a trace on M, now enables us to reinterpret the dual
weight map ψ 7→ ψ̃. Specifically with Theorem 3.24 as background, we are
now able to prove the promised reformulation of Theorem 6.55.
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Definition 6.66. For each normal weight ψ on M, we define mψ

to be the unique element of M̂+ corresponding to the dual weight ψ̃ by
means of the bijection described in Theorem 3.24.

Proposition 6.67. The mapping ψ 7→ mψ defined above is a bijection
from the set of all normal weights on M onto the set of all elements m of
M̂+ satisfying θs(m) = e−sm. For normal weights ψ, ψ1 and ψ2 on M,
and any a ∈ M, we moreover have that

(1) mψ1 ≤ mψ2 if and only if ψ1 ≤ ψ2, and in addition mψα ↗ mψ

if and only if ψα ↗ ψ;
(2) mψ1+ψ2 = mψ1 + mψ2;
(3) a∗ · mψ · a = ma∗·ψ·a;
(4) with

∫∞
0 λ deλ + ∞ · p denoting the spectral resolution of mψ, we

have that 1− p = π(e∞(ψ)) and e0 = π(e0(ψ)).

Proof. As we have done before, we will in this proof too identify
π(M) with M. Properties (1)-(4) are fairly immediate consequences of
Theorems 6.55 and 3.24. It therefore remains to prove the first claim. It
is clear from Theorems 6.55 and 3.24, that we may prove that claim by
proving that any normal weight ψ on M is θs-invariant if and only if for
each s we have that θs(mψ) = e−smψ. By Theorem 3.24 a typical normal
weight on M is of the form ψm for some m ∈ M̂+. For such a weight we
will for any s ∈ R and any a ∈ M, have that

ψesθs(m)(a∗a) = es(τ ◦ θs)(θ−s(a)mθ−s(a∗))
= τ(θ−s(a)mθ−s(a∗))
= (ψm ◦ θ−s)(a∗a).

This clearly ensures that
e−sm = θs(m) ⇔ ψesθs(m) = ψm ⇔ ψm = ψm ◦ θ−s.

□

Remark 6.68. It follows from part (3) of the preceding proposition
that the mapping ψ 7→ mψ restricts to a bijection from the normal
semifinite weights on M, to the positive operators h affiliated with M
for which we have that θs(h) = e−sh for all s ∈ R. (This is the case where
1 − p = π(e∞(ψ)) = 0.) To distinguish these two settings, we shall when
working with the restriction of this bijection to the set of normal semifi-
nite weights on M, denote the bijection by ψ 7→ hψ. This bijection then
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restricts further to a bijection from the faithful normal semifinite weights
on M to the positive non-singular operators affiliated with M for which
we have that θs(h) = e−sh for all s ∈ R. (This is the case where in addition
e0 = π(e0(ψ)) = 0.)

We proceed to the final topic of this section, which is to show that the
dual action {θs} may be used to identify isometric copies of both M and
M∗ inside M̃. Our first result in this regard is a refinement of Theorem
6.50.

Proposition 6.69. For any x ∈ M̃, we have that θs(x) = x for each
s ∈ R if and only if x ∈ π(M)

Proof. The result will clearly follow from Theorem 6.50 if we are able
to prove that if for some x ∈ M̃, we have that θs(x) = x for each s ∈ R,
then x must belong to M. So let x ∈ M̃ be given such that θs(x) = x for
each s ∈ R. Since x is τ -measurable, there must exist some λ > 0 such
that τ(χ(λ,∞)(|x|)) < ∞. Given some s ̸= 0, we may then apply Theorem
6.62 to see that

τ(χ(λ,∞)(|x|)) = τ(χ(λ,∞)(|θs(x)|))
= τ(θs(χ(λ,∞)(|x|)))
= e−sτ(χ(λ,∞)(|x|)).

The only way this can be is if τ(χ(λ,∞)(|x|)) = 0 and hence χ(λ,∞)(|x|) = 0.
Thus |x|, and hence x is bounded as required. □

We will now refine the flow of ideas in Remark 6.68, and work to-
ward establishing technology which will allow us to obtain a bijection on
the positive normal functionals on M, by further restricting the map in
Proposition 6.67. That will then equip us with the necessary tools for the
completion of the task of finding an isometric copy of M∗ inside M̃. The
key result in this quest is an important result of Haagerup.

Proposition 6.70. Let ψ be a normal semifinite weight on M. For
any γ > 0 we will then have that τM(χ(γ,∞)(hψ)) = γ−1ψ(1).

Proof. Since for any γ > 0, τM(χ(γ,∞)(hψ)) = τM(χ(1,∞)(γ−1hψ))
with γ−1ψ corresponding to γ−1hψ by means of the bijection defined ear-
lier, it suffices to prove the Proposition for the case γ = 1. Let gψ be
the positive operator affiliated to M and commuting with hψ, for which
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we have that gψhψ = s(hψ). It is clear from Theorem 6.50 and Proposi-
tion 6.67(4), that s(hψ) is invariant under the action of the θt’s. So since
θt(hψ) = e−thψ for each t, we must have that θt(gψ) = etgψ for each t.

Let hψ =
∫∞

0 λ deλ be the spectral resolution of hψ. Then gψ is of
course just

∫∞
0 λ−1 deλ. Let ξ ∈ L2(R, H) be a unit vector, and write ρξ,ξ

for the functional a 7→ ⟨aξ, ξ⟩. We then have that

WR(gψχ(1,∞)(hψ))(ρξ,ξ) =
∫ ∞

0
θs(gψχ(1,∞)(hψ))(ρξ,ξ) ds

=
∫ ∞

0
(θs(gψ)χ(1,∞)(θs(hψ))(ρξ,ξ) ds

=
∫ ∞

0
(esgψχ(1,∞)(e−shψ)(ρξ,ξ) ds

=
∫ ∞

0

∫ ∞

0
esλ−1χ(1,∞)(e−sλ) d⟨eλξ, ξ⟩ ds

=
∫ ∞

0
λ−1

(∫
(−∞,log(λ))

es ds

)
d⟨eλξ, ξ⟩

=
∫ ∞

0
λ−1λ d⟨eλξ, ξ⟩

= ∥s(hψ)(ξ)∥2.

Since ξ was an arbitrary unit vector, we therefore have that

WR(gψχ(1,∞)(hψ)) = s(hψ) = e0(ψ).

Recalling that ψ̃ = τ(hψ·), it therefore follows that

τ(χ(1,∞)(hψ)) = τ(h1/2
ψ (gψχ(1,∞)(hψ))h1/2

ψ )

= ψ̃(gψχ(1,∞)(hψ))
= ψ(WR(gψχ(1,∞)(hψ)))
= ψ(e0(ψ))
= ψ(1)

as claimed. □

The corollary stated below follows on noticing that both conditions
correspond to the finiteness (for some γ) of the quantity discussed in the
above proposition.
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Corollary 6.71. Let ψ be a normal semifinite weight on M. Then
ψ belongs to M∗ if and only if hψ ∈ M̃.

Theorem 6.72. The mapping M+
∗ → M̃+ : ω 7→ hω extends to a lin-

ear bijection from M∗ onto {h ∈ M̃ : θs(h) = e−sh for all s ∈ R}. For all
ω ∈ M∗ and all a, b ∈ M, this bijection satisfies the following properties:

(1) hx·ω·y = π(x)hωπ(y);
(2) hω∗ = h∗

ω, where ω∗ denotes the normal functional defined by
ω∗(a) = ω(a∗);

(3) If ω = u · |ω| is the polar decomposition of ω, then hω = u|hω| is
the polar decomposition of hω.

Proof. As is our wont, we will in this proof too identify M with
π(M). Let ω1, ω2 ∈ M+

∗ be given, and let hω1 = h1 and hω2 = h2 be the
image of these functionals under the bijection described in Proposition
6.67. By Corollary 6.71 both these operators are τ -measurable. This in
turn ensures that their strong sum is again a positive self-adjoint operator.
So by Proposition 3.26, that strong sum h1+̄h2 must be h1 +̂h2. Hence
we have that hω1+ω2 = hω1 + hω2 , where the right-hand side represents
the sum in M̃. Similar considerations show that for any ω ∈ M∗ and any
a ∈ M, we will have that ha·ω·a∗ = ā·hω ·̄a∗ = ahωa

∗ where the right-hand
product is in M̃. If in this final formula we take a to be γ1/21, it is now
clear that the prescription ω 7→ hω is an affine map from the positive
cone M+

∗ , onto the positive cone {h ∈ M̃+ : θs(h) = e−sh for all s ∈ R}.
Hence this map will extend to a linear map from M∗ onto span{h ∈
M̃+ : θs(h) = e−sh for all s ∈ R} = {h ∈ M̃ : θs(h) = e−sh for all s ∈ R}.
(It is an exercise to see that {h ∈ M̃ : θs(h) = e−sh for all s ∈ R} is
spanned by its positive elements.) To see that this map is well-defined,
let ω ∈ M∗ be a hermitian functional with ω = ω1 − ω2 = ρ1 − ρ2,
where ω1, ω2, ρ1 and ρ2 are positive normal functionals. Then of course
ω1 + ρ2 = ρ1 + ω2 by Proposition 6.67, in which case we then have that
hω1 +hρ2 = hρ1 +hω2 . Thus hω1 −hω2 = hρ1 −hρ2 , which ensures that hω is
well-defined. A similar argument shows that if we are given ω ∈ M∗ such
that ω = ω1 + iω2 = ρ1 + iρ2 where ω1, ω2, ρ1 and ρ2 are now hermitian
normal functionals, then hω1 + ihω2 = hρ1 + ihρ2 .

Given ω ∈ M∗, we may then write ω as the linear combination ω =
ω1 − ω2 + iω3 − iω4 of four positive normal functionals ωi (i = 1, 2, 3, 4).
It is not difficult to see that then ω∗ = ω1 − ω2 − iω3 + iω4. So writing
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hi for hωi , ω will by linearity map onto h1 − h2 + ih3 − ih4, and ω∗ onto
h1 − h2 − ih3 + ih4 = (h1 − h2 + ih3 − ih4)∗, thereby verifying (2). We
know that for any x ∈ M we have that xhix∗ = hx·ωi·x∗ . So also by
linearity the same must then be true of hω = h1 − h2 + ih3 − ih4. Given
a, b ∈ M, we may then use this fact and the polarisation identities ahωb =
1
4
∑3
k=0(b+ ika∗)∗h(b+ ika∗) and a ·ω · b = 1

4
∑3
k=0(b+ ika∗)∗ ·ω · (b+ ika∗)

to see that (1) holds.
Now let ω = u · |ω| be the polar decomposition of ω. It then follows

from (1) that hω = hu·|ω| = uh|ω|. Notice that the initial projection for the
partial isometry u is e0(ω). By Proposition 6.67 this is precisely s(h|ω|).
It therefore follows that h∗

ωhω = h2
|ω|, and hence that |hω| = h|ω|. Thus

hω = hu·|ω| = uh|ω| is indeed the polar decomposition of hω.
It remains to prove the injectivity of this map. To see this, notice

that if hω = 0, then 0 = |hω| = h|ω|. But then |ω| = 0 and hence ω =
0 by the injectivity of the affine map from M+

∗ to {h ∈ M̃+ : θs(h) =
e−sh for all s ∈ R}. □

Remark 6.73. Proposition 6.69 and Theorem 6.72 show how both
M and M∗ may be realised as concrete spaces of operators within the
same algebra of τ -measurable operators, and provide strong circumstantial
evidence that this algebra may be a natural home for a theory of Lp-spaces
for type III von Neumann algebras. To gain some intuition of how such
a type III theory may look, we will first see how the well understood
Lp and Orlicz spaces of semifinite algebras, may be described using the
crossed product technology developed in this chapter.

6.6.1 Crossed products of semifinite algebras

For the sake of facilitating the objective outlined in the above remark, we
close this chapter by investigating the structure of M ⋊τ R in the case
where M is semifinite, and τM a faithful normal semifinite trace on M.
We shall write τM for the canonical trace on M ⋊τ R.

For a trace the modular automorphism group is of the form στt = Id for
every t. So U as defined in Proposition 6.43 is just 1. Thus by Proposition
6.43, π(M) is just M ⊗ 1. The von Neumann algebra generated by the
left shift operators λt = 1⊗ ℓt is of course just 1⊗ VN(R) where VN(R) is
the group von Neumann algebra generated by the operators ℓt on L2(R).
So M ⋊τ R is just M⊗VN(R). The unitary 1⊗ F clearly commutes with
M ⊗ 1. Using the fact that FVN(R)F−1 ≡ L∞(R) (see the discussion at
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the start of section 6.5), it therefore follows that (1 ⊗ F)(M ⋊τ R)(1 ⊗
F−1) = (1⊗F)(M⊗VN(R)(1⊗F−1) ≡ M⊗L∞(R). (Recall that properly
FVN(R)F−1 is the algebra of multiplication operators with symbols in
L∞(R).) It is a refreshing exercise to show that we will for any f ∈ L2(R)
have that vtF(f) = F(ℓtf), and hence that ℓtf = (F−1vtF)(f). We claim
that this same unitary transformation, transforms the dual action to the
action given by ã 7→ λtã for all ã ∈ M⊗L∞(R) (t ∈ R). We pause to
justify this fact.

Given some f ∈ L∞(R), let Mf be the associated multiplication oper-
ator on L2(R). It can then be shown that in their action on L2(R), ℓtMf ℓ

∗
t

agrees with Mℓtf . For simplicity of notation we write UF for 1 ⊗ F , and
αF for the map M⊗L∞(R) → U∗

FM⊗L∞(R)UF = M⋊τ R. Together the
above observations ensure that when passing from M ⋊τ R = M⊗VN(R)
to M⊗L∞(R) by means of the unitary transformation described above,
the transformed dual action θ̃t = UFθt(U∗

F (·)UF )U∗
F will have the form

θ̃t(a ⊗ f) = (a ⊗ ℓtf) = λt(a ⊗ f) on the simple tensors of M⊗L∞(R).
Since the simple tensors are σ-weakly dense in M⊗L∞(R), this formula
will by continuity hold on all of M⊗L∞(R).

It remains to compute the precise forms of τ̃M ◦ αF and τM ◦ αF .
It follows from Proposition 6.64 that (Dτ̃M : DτM)t = λt = 1 ⊗ ℓt

for each t ∈ R. In the context of M ⋊τ R, the density h = dτ̃M
dτM

is the
unique positive non-singular operator for which hit = λt for each t ∈ R.
(See Theorem 6.62.)

Recall that FℓtF−1 = vt, or equivalently that α−1
F (1⊗ ℓt) = 1⊗ vt for

each t ∈ R. By Corollary 6.22, this then ensures that (D(τ̃M◦αF ) : D(τM◦
αF ))t = α−1

F (1 ⊗ ℓt) = 1 ⊗ vt. It is a not too trivial exercise to now use
this equality to conclude that similarly the density hF = d(τ̃M◦αF )

d(τM◦αF ) is the
unique positive non-singular operator for which hitF = 1⊗vt. (This involves
a technical modification of the proof of Theorem 6.62.) Now observe that
in this particular case, the operators vt are of the form vt(g)(s) = e−itsg(s)
for each g ∈ L2(G) and each s, t ∈ R. We require a clear understanding of
the manner in which the operators vt act on the multiplication operators
Mf where f ∈ L∞(R). For each f ∈ L∞(R) and g ∈ L2(R), and each s, t ∈
R, we have that vt(Mfg)(s) = vt(fg)(s) = e−itsf(s)g(s) = (e−s)itf(s)g(s).
The positive non-singular operator hF for which hitF = 1⊗ vt, is therefore
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nothing but
hF = 1⊗ 1

exp . (6.5)

Using the “transformed” version of the dual action described above, the
prescription for the dual weight translates on simple tensors a ⊗ f of
(M⊗L∞(R))+ to the prescription WF (a ⊗ f) =

∫
R θ̃t(a ⊗ f) dt =

∫
R(a ⊗

ℓtf) dmL(t) = a ⊗ (
∫
R(ℓtf dm(t)). (Here m denotes Lebesgue measure.)

Recall that the translation invariance of Lebesgue measure ensures that for
each fixed s ∈ R we have

∫
R f(s−t) dm(t) =

∫
R f(−t) dm(t). So WF (a⊗f)

is just a⊗ (
∫
R f(−t) dm(t)) (or more properly a⊗ (

∫
R f(−t) dm(t))1). (In

the case where
∫
R f(−t) dm(t) = ∞ we can give meaning to this object in

the extended positive part of M⊗L∞(R).) Therefore

(τ̃M ◦ αF )(a⊗ f) = τM(WF (a⊗ f)) = τM(a) ·
∫
R
f(−t) dm(t).

However we know that τ̃M◦αF = τM◦αF (hF (·)) where hF is as in equation
(6.5) above. So on simple tensors (a⊗ f) ∈ (M⊗L∞(R))+, τM ◦αF must
then have the form

(τM ◦ αF )(a⊗ f) = (τ̃M ◦ αF )(h−1
F (a⊗ f))

= τM(a) ·
∫
R
etf(−t) dm(t).

Since for any Borel set E ⊆ R we have that m(E) = m(−E), we will for
any positive Borel function g on R have

∫
R g(−t) dm(t) =

∫
R g(t) dm(t).

Hence we have that

(τ̃M ◦ αF )(a⊗ f) = τM(a) ·
∫
R
f(t) dm(t),

and
(τM ◦ αF )(a⊗ f) = τM(a) ·

∫
R
f(t) e−tdm(t).

With τ̃M◦αF and τM◦αF represented in this form, the sign change effected
in the variable of the second coordinate, ensures that in this context the
density d(τ̃M◦αF )

d(τM◦αF ) is (by slight abuse of notation) just the simple tensor
1 ⊗ et (t ∈ R). We collate the observations made above in the following
result:

Theorem 6.74. Let M be a semifinite von Neumann algebra equipped
with a faithful normal semifinite trace τM. Write τM for the canonical
trace on M ⋊τ R. Up to Fourier transform we may then identify M ⋊τ
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R with the von Neumann algebra tensor product M⊗L∞(R). Under this
identification, the dual action takes the form θ̃t(a⊗ f) = (a⊗ ℓtf) on the
simple tensors of M⊗L∞(R). In their action on M ⋊τ R, the dual trace
τ̃M and τM will under this identification be of the form

τ̃M ≡ τM ⊗
∫
R
(·) dmL(t) and τM ≡ τM ⊗

∫
R
(·) e−tdm(t)

where m denotes Lebesgue measure. In this representation the derivative
dτ̃M
dτM

may (by slight abuse of notation) be identified with 1 ⊗ et, which
clearly commutes with each element of M⊗L∞(R) (with respect to the
strong product).



CHAPTER 7

Lp and Orlicz spaces for general von Neumann
algebras

7.1 The semifinite setting revisited

In this section we will indicate how the theory of Lp and Orlicz spaces
for semifinite algebras, may be realised using crossed product techniques.
So throughout this section we will assume that M is a semifinite von
Neumann algebra equipped with a faithful normal semifinite trace τM.
Theorem 6.74 will play a crucial role in our analysis. We will in fact freely
identify M ⋊τ R with M⊗L∞(R) throughout this section. Readers are
therefore well-advised to keep one eye on Theorem 6.74 as they read this
section. The trace on M⊗L∞(R) will be denoted by τM.

The following adaptation of Proposition 6.70 is the fountainhead of
the theory developed in this section.

Lemma 7.1. Let f, g be commuting positive operators affiliated to an
arbitrary von Neumann algebra M. Also let Ψ be an Orlicz function and
fΨ be the fundamental function of LΨ(R) equipped with the Luxemburg
norm. Then χ(1,∞)(Ψ(g)f) = χ(1,∞)(fΨ(f)g)

Proof. Let α, β > 0 be given. We proceed to show that αΨ(β) ≤
1 ⇔ β ≤ Ψ−1( 1

α). Since Ψ−1(Ψ(t)) ≥ t (see part(d) of Remark 5.30), it is
clear that

αΨ(β) ≤ 1 ⇔ Ψ(β) ≤ 1
α

⇒ β ≤ Ψ−1(1/α),

and hence it only remains to show that β ≤ Ψ−1( 1
α) ⇒ αΨ(β) ≤ 1. Clearly

β ≤ Ψ−1(1/α) ⇒ Ψ(β) ≤ Ψ(Ψ−1(1/α)).
Since Ψ(Ψ−1(1/α)) ≤ 1/α (by part(d) of Remark 5.30), we have that
β ≤ Ψ−1( 1

α) ⇒ αΨ(β) ≤ 1 as required. It therefore follows that

αΨ(β) ≤ 1 ⇔ β
1

Ψ−1(1/α) = βfΨ(α) ≤ 1,

237
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or equivalently
αΨ(β) > 1 ⇔ βfΨ(α) > 1.

Since f and g are commuting positive operators affiliated to M, the
von Neumann algebra generated by their spectral projections is abelian,
and hence may be represented as some L∞(Ω,Σ, ν)-space. By the Borel
functional calculus, both f and g then appear as almost everywhere finite
Borel functions on the measure space (Ω,Σ, ν). However given two pos-
itive almost everywhere finite Borel functions f and g on R, the above
equivalence ensures that the sets {t ∈ R : f(t)Ψ(g(t)) > 1} and {t ∈
R : fΨ(f(t))g(t) > 1} differ by a set of measure 0, and hence that the char-
acteristic functions corresponding to these sets, agree almost everywhere.
So as elements of L∞(Ω,Σ, ν), they must agree. But in the context of the
von Neumann algebra R, these characteristic functions are just the spec-
tral projections χ(1,∞)(Ψ(g)f) and χ(1,∞)(fΨ(f)g). This suffices to prove
the lemma. □

Theorem 7.2. Let a ηM be given. Let Ψ be an Orlicz function and
let fΨ be the fundamental function of LΨ(R) equipped with the Luxemburg
norm. For any ϵ > 0 we then have that

d(a⊗fΨ(exp))(ϵ) = τM(Ψ(|a|/ϵ)).

Proof. Observe that the operators (1 ⊗ exp) and |a ⊗ 1| = |a| ⊗ 1
are commuting positive operators affiliated to M⊗L∞(R). We may now
apply the Lemma to this pair, with (1 ⊗ exp) playing the role of f , and
|a| ⊗ 1 the role of g, to see that

χ(1,∞)(|a⊗ fΨ(exp)|) = χ(1,∞)((|a| ⊗ 1)(1⊗ fΨ(exp)))
= χ(1,∞)((|a| ⊗ 1)fΨ(1⊗ exp))
= χ(1,∞)(Ψ(|a| ⊗ 1)(1⊗ exp))
= χ(1,∞)((Ψ(|a|) ⊗ 1)(1⊗ exp))
= χ(1,∞)(Ψ(|a|) ⊗ exp)

By Proposition 6.70 we have that
τM(χ(1,∞)(|a⊗ fΨ(exp)|)) = ψ(1)

where ψ is the weight f 7→ τM(Ψ(|a|)1/2fΨ(|a|)1/2). (Note that Proposi-
tion 6.67 ensures that Proposition 6.70 is applicable to Ψ(|a|) ⊗ exp .) In
other words

τM(χ(1,∞)(|a⊗ fΨ(exp)|)) = τM(Ψ(|a|)).
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Given ϵ > 0, we therefore have that
da⊗fΨ(exp)(ϵ) = τM(χ(ϵ,∞)(|a⊗ fΨ(exp)|))

= τM(χ(ϵ,∞)(|a| ⊗ fΨ(exp)))
= τM(χ(1,∞)((|a|/ϵ) ⊗ fΨ(exp)))
= τM(Ψ(|a|/ϵ))

as required. □

The first consequence of this theorem gives us some clue as to how
LΨ(M, τM) may be realised inside M̃.

Corollary 7.3 (Luxemburg norm). Let Ψ be an Orlicz function.
Given a ηM, we have that a ∈ LΨ(M, τM) if and only if a ⊗ fΨ(exp)
belongs to M̃. Moreover for any a ∈ LΨ(M, τM) we have the following
formula for the Luxemburg norm:

∥a∥Ψ = m(a⊗fΨ(exp))(1).

Proof. Recall that by Remark 5.33 we have that a ∈ LΨ(M, τM) if
and only if τM(Ψ(α|a|)) < ∞ for some α > 0. But by the theorem, this is
the same as saying that a ∈ LΨ(M, τM) if and only if d(a⊗fΨ(exp))(1/α) <
∞ for some α > 0. From the basic theory of τ -measurable operators we
further have that d(a⊗fΨ(exp))(ϵ) < ∞ for some ϵ > 0 if and only if (a ⊗
fΨ(exp)) is τM-measurable. Combining these facts, leads to the conclusion
that a ∈ LΨ(M, τM) if and only if a⊗ fΨ(exp) is τM-measurable.

Now let a ∈ LΨ(M, τM) be given. To see the second claim we use the
theorem to conclude that

∥a∥Ψ = inf{ϵ > 0: τM(Ψ(|a|/ϵ) ≤ 1}
= inf{ϵ > 0: d(a⊗fΨ(exp))(ϵ) ≤ 1}
= inf{ϵ ≥ 0: d(a⊗fΨ(exp))(ϵ) ≤ 1}
= m(a⊗fΨ(exp))(1).

(Here the second to last equality follows from the fact that the function
s 7→ d(a⊗fΨ(exp))(s) is right-continuous.) □

The preceding theorem and corollary describe how one may use the
simple tensors in M̃, to realise an isometric copy of LΨ(M, τM) inside M̃.
What remains to be done is to find a reliable test for identifying those
elements of M̃ that are of the form a⊗ fΨ(exp) for some a ∈ LΨ(M, τM).
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Theorem 7.4. Let a Young function Ψ, and ã ∈ M̃ be given. Then
ã is of the form ã = a ⊗ fΨ(exp) for some a ∈ LΨ(M, τM) if and only
if θ̃s(ã) = vsã for all s ∈ R, where vs = fΨ(e−sh)fΨ(h)−1. (Here h is the
density dτ̃M

dτM
= 1⊗ exp .)

We pause to point out that the operators vs are all bounded. This
fact will be verified in a more general context in Lemma 7.7.

Proof. The “if” part is easy to see. If indeed a⊗ fΨ(exp) ∈ M̃, then
for any s ∈ R,

θ̃s(a⊗ fΨ(exp)) = a⊗ ℓsfΨ(exp)
= a⊗ fΨ(e−s exp)
= vs(a⊗ fΨ(exp)).

Now suppose that we are given some ã ∈ M̃ such that θ̃s(ã) = vsã for
all s ∈ R. Recall that h = 1⊗exp commutes with every element of M̃, and
therefore also each operator vs. (See Theorem 6.74.) On the basis of this
fact it is now fairly easy to see that then θ̃s(|ã|2) = θ̃s(ã∗)θ̃s(ã) = v2

s |ã|2,
and hence that θ̃s(|ã|) = vs|ã| for all s ∈ R. Let ã = ũ|ã| be the polar
decomposition of ã. Now for a given s ∈ R, it is clear that θ̃s(ũ)θ̃s(|ã|)
is a polar decomposition of θ̃s(|ã|). But since θ̃s(|ã|) = vs|ã|, we have
θ̃s(ã) = vsã = uvs|ã| = uθ̃s(|ã|). Thus θ̃s(ã) = uθ̃s(|ã|) is then also a po-
lar decomposition of ã. The uniqueness of the polar decomposition then
ensures that θ̃s(ũ) = ũ. This holds for every s ∈ R, which by Proposition
6.69, ensures that ũ ∈ M ⊗ 1. That is ũ = u⊗ 1 for some partial isometry
u ∈ M. Thus if we can prove that the claim holds for |ã|, it will also hold
for ã. We therefore may, and do, assume that ã ≥ 0.

By Theorem 6.74, h = 1 ⊗ exp and ã, and hence also fΨ(h)−1 and ã,
are commuting affiliated operators. So by the Borel functional calculus
the strong product b̃ = fΨ(h)−1ã is a densely defined positive operator
affiliated to M. For this operator, we have that

θ̃s(b̃) = fΨ(θ̃sh)−1vsã

= fΨ(e−sh)−1[fΨ(e−sh)fΨ(h)−1]ã
= fΨ(h)−1ã

= b̃
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for each s ∈ R. Since b̃ = fΨ(h)−1ã is positive, the operator e−b̃ is bounded.
For this operator, we still have that θ̃s(e−b̃) = e−θ̃s (̃b) = e−b̃ for all s ∈ R.
So by Proposition 6.69, there must then exist some b ∈ M+ such that
e−b̃ = b⊗ 1. But then fΨ(h)−1ã = b̃ = − log(b⊗ 1) = −(log(b) ⊗ 1). Given
that fΨ(h)−1 = fΨ(1⊗ exp)−1 = (1⊗ fΨ(exp))−1, we therefore have that
ã = −(log(b) ⊗ fΨ(exp)). By Theorem 7.2, the τM-measurability of ã now
ensures that log(b) ∈ LΨ(M, τM), and that ã is of the required form. □

We now gather the preceding analysis in the following theorem:

Theorem 7.5. Let Ψ be a Young function, and let h = dτ̃M
dτM

. Then the
quantity ã 7→ mã(1) is a norm on the space

LΨ(M) = {ã ∈ M̃ : θ̃s(ã) = vsã for all s ∈ R},

where the operators vs are defined by vs = fΨ(e−sh)fΨ(h)−1 for each s.
The mapping (LΨ(M, τM), ∥ · ∥Ψ) → (LΨ(M),m(·)(1)) : a 7→ a⊗ fΨ(exp)
is then a surjective isometric isomorphism.

We have one final task to perform in this section, and that is to describe
the topology on (LΨ(M),m(·)(1)) more fully.

Theorem 7.6. For a Young function Ψ the norm topology on the space
LΨ(M) is homeomorphic to the relative topology induced by the topology
of convergence in measure on M̃.

Note that this result also holds for L∞!

Proof. We remind the reader that the basic neighbourhoods of zero
for the topology of convergence in measure on M̃ are of the form

N (ϵ, δ) = {ã : dã(ϵ) ≤ δ}.

Let 1 > ϵ > 0 be given, and suppose that mã(1) < ϵ for some ã = a⊗
fΨ(exp) ∈ LΨ(M). But then there must exist an 0 < α < ϵ so that dã(α) ≤
1. By Theorem 7.2, this ensures that τM(Ψ(|a|/α)) ≤ 1. Next notice that

1√
α

≥ 1, since by assumption 0 < α < ϵ < 1. We may therefore use the
convexity of Ψ to conclude that 1√

α
τM(Ψ(|a|/

√
α)) ≤ τM(Ψ(|a|/α)) ≤ 1;

in other words τM(Ψ(|a|/
√
α)) ≤

√
α. On once again using Theorem 7.2,

this can be reformulated as the claim that d(a⊗fΨ(exp))(
√
α) ≤

√
α. This

ensures that ã = a⊗ fΨ(exp) ∈ N (
√
α,

√
α).
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Conversely suppose that for some ϵ, δ > 0 with δ ≤ 1, we have that
ã = a ⊗ fΨ(exp) ∈ N (ϵ, δ). Then d(a⊗fΨ(exp))(ϵ) ≤ δ ≤ 1. It then follows
that m(a⊗fΨ(exp))(1) ≤ ϵ. Thus (an) converges to 0 in the norm topology on
LΨ(M, τM) if and only if ((an ⊗ fΨ(exp))) converges to 0 in the topology
of convergence in measure on M̃.

The norm topology must therefore be homeomorphic to the relative
topology induced by the topology of convergence in measure on M̃. □

7.2 Definition and normability of general Lp and Orlicz spaces

Throughout the rest of this chapter M will be a von Neumann algebra
and φ the “reference” faithful normal semifinite weight on M. The crossed
product M = M ⋊φ R will play a crucial role in the development of
the theory of Orlicz and Lp-spaces for general von Neumann algebras.
Readers are therefore advised to make sure that they are familiar with the
basic structural theory of this algebra as presented in Chapter 6 before
attempting to make sense of the theory presented here. In view of the
repeated use of M in developing this theory, to simplify notation we will
identify M with the copy π(M) living inside M.

On the basis of the previous section, we are now ready to rigorously
define Lp and Orlicz spaces for general von Neumann algebras in a manner
which is a natural extension of the definition of these spaces for semifinite
algebras equipped with a faithful normal semifinite trace. Before doing
that, we need the following lemma:

Lemma 7.7. Let φ be a faithful normal semifinite weight on a von
Neumann algebra M, and let h = dφ̃

dτ be the density of the dual weight φ̃
on the crossed product M. Let f : [0,∞) → [0,∞) be any quasi-concave
function. Then the operators vs = f(e−sh)f(h)−1 (s ∈ R) are always
bounded, with norm between 1 and e−s.

Proof. This can be proven by noting that the facts that t 7→ f(t) is
increasing and t 7→ f(t)

t decreasing, ensure that for any t > 0, the number
f(e−st)

f(t) lies between 1 and e−s. The continuous functional calculus does the
rest. □

Definition 7.8. Let φ be a fixed (canonical) faithful normal semifinite
weight on the von Neumann algebra M, and let h = dφ̃

dτ be the density
of the dual weight φ̃ on the crossed product M. Given a Young function
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Ψ, the Orlicz space LΨ(M) associated with M (corresponding to the
Luxemburg-Nakano norm) is defined to be

LΨ(M) = {a ∈ M̃ : θs(a) = v1/2
s av1/2

s for all s ∈ R},
where vs = fΨ(e−sh)fΨ(h)−1. We formally define the Luxemburg-Nakano
“norm” on LΨ(M) to be the quantity ∥a∥Ψ = ma(1). In the case where
Ψ(t) = tp (1 ≤ p), we will denote this quantity by ∥ · ∥p. In this case we
have that fΨ(e−sh)fΨ(h)−1 = e−s/p1 for all s ∈ R. So by analogy with the
above, we may for all 0 < p < ∞ define Lp(M) to be the space

Lp(M) = {a ∈ M̃ : θs(a) = e−s/pa for all s ∈ R}.
We note that the definition of Orlicz spaces for general von Neumann

algebras given in [Lab13], differs from the one given above. However in
[LM, Lemma 4.10] the two definitions were shown to be equivalent. For
the sake of completeness we present the alternative definition:

Definition 7.9 (Alternative definition). Let Ψ be an Orlicz function.
We define the Orlicz space LΨ(M) corresponding to the Luxemburg norm
to be the space of all operators a ∈ M̃ for which [efΨ∗(h)1/2]a[fΨ∗(h)1/2f ] ∈
L1(M) for all projections e, f ∈ nφ.

Remark 7.10. Having defined Orlicz spaces for general von Neumann
algebras, our task now is to further justify the choice of mf (1) as the nat-
ural Luxemburg-Nakano norm for these spaces. We saw in Theorem 4.6,
that ρ(f) = df (1) is the natural modular on M̃. So the obvious candidate
for a Luxemburg-Nakano “norm” on an Orlicz space LΨ(M), would be

inf{ϵ > 0: ρ(ϵ−1|f |) ≤ 1} = inf{ϵ > 0: df (ϵ) ≤ 1} = mf (1).
A fact which strongly supports this proposal is the fact that the analysis in
the first section of this chapter, shows that in the case where φ is a faithful
normal semifinite trace, the quantity m(·)(1) is indeed a norm on LΨ(M),
and that when equipped with this norm, the space (LΨ(M),m(·)(1)) is
an isometric copy of the space (LΨ(M, φ), ∥ · ∥Ψ). We now show that the
quantity m(·)(1) is indeed a quasi-norm on each of the spaces introduced
above, and describe the quasi-norm topology on those spaces. For this the
following result is crucial.

Proposition 7.11. Let Ψ be a Young function. For any a ∈ LΨ(M),
we have that

tma(t) ≤ ma(1) for all 0 < t ≤ 1.
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Proof. Let a ∈ LΨ(M) and 0 < t be given. We may of course write
such a t as t = es where s ∈ R. Observe that for any r > 0, we then have
that

1
t
da(r) = e−sτ(χ(r,∞)(|a|))

= τ(θs(χ(r,∞)(|a|)))
= τ(χ(r,∞)(θs|a|))
= τ(χ(r,∞)(|θs(a)|))
= dθs(a)(r).

With vs as in Definition 7.8, it now follows that

ma(t) = inf{r > 0: da(r) ≤ t} (7.1)
= inf{r > 0: dθs(a)(r) ≤ 1}
= mθs(a)(1)
= m

v
1/2
s av

1/2
s

(1)

for all t = es.
For any c ∈ M̃ and b ∈ M, it is a simple matter to see that

mbc(1) = mc∗|b|2c(1)1/2 ≤ ∥b∥ · mc∗c(1)1/2 = ∥b∥ · mc(1)

and similarly that mcb(1) ≤ ∥b∥ · mc(1). With s and t as before, we now
pass to the case where s ≤ 0, or equivalently where 0 < t ≤ 1. In this case
∥vs∥ ≤ e−s by Lemma 7.7. As required, it therefore follows from equation
(7.1) and the above computations that ma(t) ≤ ∥vs∥ · ma(1) ≤ 1

tma(1)
for all such t. □

The above proposition now yields the following important theorem.

Theorem 7.12. The quantity ma(1) (a ∈ LΨ(M)) is a quasinorm for
LΨ(M). The topology induced on LΨ(M) by this quasinorm is complete
and is homeomorphic to the topology of convergence in measure inherited
from M̃.

Proof. First suppose that we are given a ∈ LΨ(M) with ma(1) = 0.
By the preceding proposition, we then clearly have that ma(t) = 0 for all
0 < t ≤ 1. Since the decreasing rearrangement is right-continuous, this
then yields the fact that ∥a∥ = limt↘0 ma(t) = 0, which can only be the
case if a = 0.
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The properties of the decreasing rearrangement ensures that mλa(1) =
|λ|ma(1) for any scalar λ and any a ∈ LΨ(M). It remains to show that
m(·)(1) satisfies a generalised triangle inequality. Given a, b ∈ LΨ(M),
we may conclude from the properties of the decreasing rearrangement and
the preceding theorem that

m(a+b)(1) ≤ 2
(1

2ma(1/2) + 1
2mb(1/2)

)
≤ 2(ma(1) + mb(1)).

We now show that LΨ(M) is a closed subspace of M̃ with respect to
the topology of convergence in measure. Then once we have established
that the topology on LΨ(M) induced by m(·)(1) agrees with the topol-
ogy of convergence in measure, this closedness will suffice to prove the
completeness of LΨ(M). It is clear from the definition of LΨ(M), that
membership of an element a of M̃ to LΨ(M) can be rephrased as the
claim that a belongs to the intersection of the kernels of the operators

Ts : M̃ → M̃ : a 7→ θs(a) − v1/2
s av1/2

s s ∈ R,

where vs is as in Definition 7.8. The operation a 7→ v
1/2
s av

1/2
s is clearly con-

tinuous with respect to the topology of convergence in measure, whereas
the operation a 7→ θs(a) was shown to be similarly continuous in Corollary
6.63. Thus by continuity, the kernels must be closed as claimed.

It remains to prove that the topology induced on LΨ(M) by ma(1)
is precisely the topology of convergence in measure. The fact that con-
vergence in measure implies convergence in the quasi-norm a 7→ ma(1),
follows from Proposition 4.23. For the converse fix 0 < ϵ ≤ 1, and suppose
that we are given some a ∈ LΨ(M) with ma(1) < ϵ2. By the preceding
theorem, we have that ma(ϵ) ≤ 1

ϵma(1) < ϵ. We may now once again use
Proposition 4.23 to conclude that then a belongs to the basic neighbour-
hood of zero N (ϵ, ϵ) of M̃. Thus any sequence in LΨ(M) that converges
to zero in the quasinorm a 7→ ma(1), converges to zero in measure. □

Inspired by the above theorem we now make the following definition.

Definition 7.13. For each LΨ(M) we define m(·)(1) to be the Lux-
emburg-Nakano quasinorm on LΨ(M), and will henceforth denote this
quasinorm by ∥ · ∥Ψ where appropriate. In the case where Ψ(t) = tp for
some p ≥ 1, we will write ∥ · ∥p for this quasinorm.

A fact worth noting at this stage is the following uniqueness theorem.
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Proposition 7.14. Let φ1 and φ2 be two faithful normal semifinite
weights on M, and let M1 = M ⋊φ1 R and M2 = M ⋊φ2 R Then the
*-isomorphism I from M̃1 onto M̃2 constructed in Theorem 6.65, will
for each 1 ≤ p < ∞ restrict to a linear isometry from Lp(M, φ1) onto
Lp(M, φ1).

Proof. Since I *-isomorphically identifies from M̃1 with M̃2, it is
clear that for any a ∈ M̃1 we have that ma(1) = mI (a)(1). So all that
needs to be checked is that I (Lp(M, φ1)) = Lp(M, φ2). This in turn
follows from Definition 7.8 and the fact that I ◦ θt = θt ◦ I . □

Example 7.15. We remind the reader that L∞(M) = M itself is an
Orlicz space generated by the Young function

Ψ∞(t) =
{ 0 if 0 ≤ t ≤ 1

∞ if 1 < t
.

This then raises the question of how the Luxemburg-Nakano quasinorm
computed in the preceding theorem compares to the operator norm on
M. We therefore proceed to compute ∥ · ∥Ψ∞ for this space. Firstly notice
that for Ψ∞ as above,

fΨ∞(t) = 1
(Ψ∞)−1(1/t) =

{ 0 if t = 0
1 if 0 < t

.

We leave the verification of this fact as an exercise. However what is clear
from this fact is that in this setting vs = fΨ∞(e−sh).fΨ∞(h)−1 = 1. So
by equation (7.1) we will in this setting have that ma(t) = ma(1) for all
t ∈ (0, 1] and all a ∈ M. We may now finally use the left-continuity of
t 7→ ma(t) to conclude that ∥a∥ = limt↘0 ma(t) = ma(1) = ∥a∥Ψ∞ for all
a ∈ M.

Remark 7.16. Despite the elegance of the preceding example, it is at
this stage not clear that these Orlicz spaces are in general normable. For
now the strongest statement we may conclude from Theorem 7.12, is that
in this generality, Orlicz spaces may only admit a quasinorm instead of a
norm. To understand why this might be the case, we look at the modular
approach to Orlicz spaces (see Definition 4.4). Given some Young function
Ψ, in its action on LΨ(X,Σ, ν), the quantity ρ(|f |) =

∫
Ψ(|f |) dν can be

shown to be a convex modular with LΨ(X,Σ, ν) a modular space. The
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prescription ∥f∥ = inf{ϵ > 0: ρ(ϵ−1x) ≤ 1} then yields the Luxemburg-
Nakano norm on LΨ(X,Σ, ν). In the theory of modular spaces the so-
called Amemiya norm is given by the formula ∥f∥AΨ = inf{k−1 > 0(1 +
ρ(kf)) : k > 0}. It was only fairly recently that Hudzik and Maligranda
showed that in the measure space setting described above, this norm corre-
sponds to the Orlicz norm whenever the measure space is σ-finite [HM00].
These facts suggest that if in the type III case we can identify the correct
modular, we may be able to construct both a Luxemburg-Nakano and
Orlicz norm. Since the quasinorm topology on LΨ(M) agrees with the
topology of convergence in measure, it is clear from Theorem 4.6 that the
appropriate modular to use in this setting is nothing but ρ(f) = df (1)
– the semi-modular that determines the topology of M̃. It is precisely
here that the problem lies. With the structure, currently at our disposal,
there is no obvious way of proving that in this generality ρ(f) = df (1)
is indeed a convex modular. The best we can do at this stage is to
show that it is a semi-modular. Without such convexity, the theory re-
garding the Amemiya norm fails, and the Luxemburg-Nakano “norm”
cannot be expected to be a norm (see for example the prerequisites for
[Mus83, Theorem I.10]). For algebras equipped with a faithful normal
semifinite trace the situation is more regular. We know from the pre-
vious chapter that in this setting, we will for any f ∈ LΨ(M, τ) have
that df⊗fΨ(f)(1) = τ(Ψ(|f |)) — a fact which ensures that in its action on
{f ⊗ fΨ(f) : f ∈ LΨ(M, τ)} ⊆ ˜(M⊗L∞(R)), the quantity d(·)(1) is in this
case indeed a convex modular.

The negative tone of the previous remark aside, there is in fact a rem-
nant of the equivalence of the Orlicz and Luxemburg-Nakano norms that
survives the transition to the general setting, and also a class of more
regular Orlicz spaces which do turn out to be normed. We discuss each of
these issues in turn. To achieve this objective, we will need the following
classical fact.

Proposition 7.17 ([BS88, Lemma IV.8.16]). Let Ψ be a Young func-
tion. For any t ≥ 0 we will then have that t ≤ Ψ−1(t)(Ψ∗)−1(t) ≤ 2t.

Corollary 7.18. Given a Young function Ψ, let LΨ(M) denote the
space defined by

LΨ(M) = {a ∈ M̃ : θs(a) = ṽ1/2
s aṽ1/2

s for all s ≤ 0},
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where ṽs = fΨ(e−sh)fΨ(h)−1. (Here fΨ is the fundamental function corre-
sponding to the Orlicz norm on LΨ(0,∞).) The quantity ∥a∥OΨ = ma(1)
is a quasinorm for LΨ(M), with the quasinormed topology homeomorphic
to the topology of convergence in measure. Moreover there is a canoni-
cal bijection ι from LΨ(M) onto LΨ(M) for which we have that ∥a∥Ψ ≤
∥ι(a)∥OΨ ≤ 2∥a∥Ψ for all a ∈ LΨ(M).

Proof. The first claim may be proved using similar arguments as
those used for LΨ(M). To see the second, observe that on replacing t with
1
u , the inequalities in the preceding proposition may be rephrased as the
claim that

1
Ψ−1(1/u) ≤ u(Ψ∗)−1(1/u) ≤ 2 1

Ψ−1(1/u) for all u > 0,

or equivalently that
fΨ(u) ≤ fΨ(u) ≤ 2fΨ(u) for all u > 0.

Next consider the mapping ι : a 7→ w
1/2
Ψ aw

1/2
Ψ (a ∈ M̃) where wΨ =

fΨ(h)fΨ(h)−1. The previously centred inequality ensures that 1 ≤ wΨ ≤
21. Now observe that for vs as in Definition 7.8 and ṽs as in the hypothesis,
we have that

θs(wΨ)vs = fΨ(θs(h))1/2fΨ(θs(h))−1.fΨ(e−sh)fΨ(h)−1

= fΨ(e−sh)1/2fΨ(e−sh)−1.fΨ(e−sh)fΨ(h)−1

= fΨ(e−sh)1/2fΨ(h)−1

= ṽswΨ.

This ensures that for any a ∈ LΨ(M) we have that

θs(w1/2
Ψ aw

1/2
Ψ ) = θs(w1/2

Ψ )v1/2
s av1/2

s θs(w1/2
Ψ ) = ṽ1/2

s (w1/2
Ψ aw

1/2
Ψ )ṽ1/2

s .

In other words the prescription a 7→ w
1/2
Ψ aw

1/2
Ψ maps LΨ(M) into LΨ(M).

A similar argument now shows that the prescription a 7→ w
−1/2
Ψ aw

−1/2
Ψ

maps LΨ(M) into LΨ(M), and hence that the original map ι is a bijection
from LΨ(M) to LΨ(M). Given f ∈ LΨ(M) we have that ∥ι(f)∥OΨ =
m
w

1/2
Ψ aw

1/2
Ψ

(1) ≤ ∥wΨ∥mf (1) ≤ 2∥f∥Ψ and that

∥f∥Ψ = mf (1) ≤ ∥w−1
s ∥m

w
1/2
Ψ aw

1/2
Ψ

(1) ≤ ∥ι(f)∥OΨ.

□
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For the next result we need the concept of a fundamental index of an
Orlicz space. This definition makes sense for all rearrangement invariant
Banach function spaces, but that is outside the scope of these notes. For
the spaces under consideration, these indices may be defined as below.

Definition 7.19. Let Ψ be a Young function and let

MΨ(t) = sup
s>0

fΨ(st)
fΨ(s) .

Then the lower and upper fundamental indices of LΨ(M) are defined to
be

β
LΨ = lim

s→0+

logMΨ(s)
log s and βLΨ = lim

s→∞
logMΨ(s)

log s
respectively.

Proposition 7.20. Let LΨ(M) be an Orlicz space with upper fun-
damental index strictly less than 1. Then LΨ(M) ⊆ (L∞ + L1)(M, τM).
Moreover the canonical topology on LΨ(M) then agrees with the subspace
topology inherited from (L∞ + L1)(M, τM).

Proof. If indeed the upper fundamental index of LΨ(M) is strictly
less than 1, then there must exist some t0 > 1 and some 0 < δ < 1 such
that logMΨ(t)

log t ≤ δ for all t > t0. Since for t ≥ 1 we have that MΨ(t) ≥ 1,
this can be shown to be equivalent to the claim that MΨ(t) ≤ tδ for all
t ≥ t0, or equivalently that MΨ(1

t ) ≤ (1
t )δ for all 0 < t ≤ 1

t0
.

Now recall that by equation (7.1), we have that ma(t) = m
v

1/2
s av

1/2
s

(1)
for all t = est where st < 0, and vst = fΨ(e−sth)fΨ(h)−1. If indeed st ≤
− log(t0) (equivalently 0 < t < 1

t0
), we will have that fΨ(t−1r)

fΨ(r) ≤ MΨ(1
t ) ≤

(1
t )δ for all r > 0, and hence that ∥vst∥ ≤ (1

t )δ. It therefore follows that
ma(t) = m

v
1/2
s av

1/2
s

(1) ≤ ∥vs∥ma(1) ≤ (1
t )δma(1) for all 0 < t ≤ 1

t0
, with

tma(t) ≤ ma(1) on [t−1
0 , 1].

We may now use the fact that t 7→ mt(a) is non-increasing alongside
this fact, to see that

ma(1) ≤
∫ 1

0
ma(t) dt ≤

[∫ 1/t0

0
(1
t
)δ dt+

∫ 1

1/t0

1
t
dt

]
ma(1).

The result now follows from Theorem 5.58. □



250 Lp spaces — general case

Example 7.21. We show that the upper fundamental index of the
space Lcosh −1(0,∞) is 1

2 . This space is therefore one of the Orlicz spaces
for which the canonical topology is a norm topology. The first step in
proving this claim is to note that isomorphic Orlicz spaces share the same
indices. We leave the verification of this fact as an exercise. So it is
sufficient to prove this for a space isomorphic to Lcosh −1(0,∞). We show
how to construct such a space before proving the claim. It is easy to see
that the graphs of et and e2

4 t
2 are tangent at t = 2. This fact ensures that

Ψe(t) =


e2

4 t
2 if 0 ≤ t ≤ 2

et if 2 < t

is a Young function. Using Maclaurin series it is easy to see that

lim
t→0+

cosh(t) − 1
Ψe(t)

= 2
e2 .

Since we also have that limt→∞
cosh(t)−1

Ψe(t) = limt→∞
et+e−t−2

2et = 1
2 , it is

clear that Ψe ≈ cosh −1. (To see this note that the limit formulae ensure
that we may find 0 < α < β < ∞ so that 1

e2 < cosh(t)−1
Ψe(t) < 3

e2 on [0, α],
and 1

4 < cosh(t)−1
Ψe(t) < 3

4 on [β,∞). Since the function cosh(t)−1
Ψe(t) has both

a minimum and maximum on the interval [α, β], a combination of these
facts ensures that we can find positive constants 0 < m < M < ∞ so that
mΨe(t) < cosh(t) − 1 < MΨe(t) for all t ∈ [0,∞).) This is clearly enough
to ensure that LΨe(0,∞) ≡ Lcosh −1(0,∞).

It remains to compute the fundamental indices of LΨe(0,∞), where
we assume that LΨe(0,∞) is equipped with the Luxemburg-Nakano norm.
Since

Ψ−1
e (t) =

{
2
e t

1/2 if 0 ≤ t ≤ e2

log(t) if e2 < t
,

it now follows that the fundamental function 1
Ψ−1

e (1/t) of LΨe(0,∞) is given
by

fe(t) =
{

e
2 t

1/2 if t ≥ e−2
1

− log(t) if t < e−2

We proceed to compute the function MΨe(s) = supt>0
fe(st)
fe(t) . In computing

this function, we first consider the case where 0 < s ≤ 1. Since fe is
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increasing, we then have that
fe(st)
fe(t)

≤ fe(t)
fe(t)

= 1

for any t > 0. Since we also have that

lim
t→0

fe(st)
fe(t)

= lim
t→0

log(t)
log(st) = lim

t→0

log(t)
log(s) + log(t) = 1,

it is clear that MΨe(s) = 1 in this case.
Now let s be given with s > 1. We then have that

fe(st)
fe(t)

=


s1/2 if t > 1

e2

− e
2s

1/2t1/2 log(t) if 1
e2 > t > 1

se2
log(t)
log(st) if t < 1

se2

It is not too difficult to see that on the interval (0, 1), the function t 7→
− e

2s
1/2t1/2 log(t) has a maximum of s1/2 at t = e−2. So for t ∈ ( 1

se2 ,
1
e2 ),

the supremum of the above quotient is s1/2. Finally consider the function

t 7→ log(t)
log(st) = log(t)

log(s)+log(t) = 1 − log(s)
log(s)+log(t) = 1 − log(s)

log(st) .

It is easy to see that
d

dt

(
1 − log(s)

log(s)+log(t)

)
= log(s)
t(log(st))2 > 0

on t ∈ (0, 1
se2 ). Hence on (0, 1

se2 ], t 7→ log(t)
log(st) attains a maximum of 1 +

1
2 log(s) at t = 1

se2 . Using the fact that 1 + log(t) ≤ t, it is now easy to see
that 1 + 1

2 log(s) = 1 + log(s1/2) ≤ s1/2. Putting all these facts together
leads to the conclusion that MΨe(s) = supt>0

fe(st)
fe(t) = s1/2 in this case. We

therefore have that

βΨe
= lim

s→∞
logMΨe(s)

log s = lim
s→∞

log s1/2

log s = 1
2

as claimed. Similarly

βΨe
= lim

s→0+

logMΨe(s)
log s = lim

s→0+

log 1
log s = 0.

We conclude this discussion of Orlicz spaces for general von Neumann
algebras by showing that as in the semifinite setting, the spaces L1∩∞(M)
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and L1+∞(M) (constructed using the Young functions described in Propo-
sition 5.55) are in a very concrete sense respectively the smallest and
largest of all the Orlicz spaces. With Ψ1∩∞ and Ψ1+∞ as in Proposition
5.55, it is an exercise to conclude from Proposition 5.51 that the funda-
mental functions corresponding to these spaces, are respectively

f1∩∞(t) = max(1, t) and f1+∞(t) = min(1, t).

Now recall that for an arbitrary Young function Ψ, the fundamental func-
tion fΨ is quasi-concave; that is fΨ is increasing, continuous on (0,∞),
zero valued at precisely zero, and with t 7→ fΨ(t)

t decreasing. This ensures
that fΨ(t)

t ≥ fΨ(1) whenever 0 ≤ t ≤ 1, and that fΨ(t)
t ≤ fΨ(1) whenever

t ≥ 1. Put differently, this ensures that for any t ≥ 0 we have that

fΨ(1)f1+∞(t) ≤ fΨ(t) ≤ fΨ(1)f1∩∞(t).

These inequalities are the cornerstone for the following result:

Proposition 7.22. Let Ψ be a Young function, and let ζΨ(t) and
ζΨ(t) respectively be the functions defined by ζΨ(t) = f1+∞(t)

fΨ(t) and ζΨ(t) =
fΨ(t)

f1∩∞(t) . These functions are respectively bounded by 1
fΨ(1) and fΨ(1). The

operators ζΨ(h) and ζΨ(h) are therefore bounded operators (with the same
bounds). The prescriptions ιΨ : a 7→ ζΨ(h)1/2aζΨ(h)1/2 and ιΨ : a 7→
ζΨ(h)1/2aζΨ(h)1/2 where a ∈ M̃, are then continuous maps on M̃ which
respectively restrict to continuous embeddings of L1∩∞(M) into LΨ(M),
and LΨ(M) into L1+∞(M).

Proof. Except for the final claim, all statements follow fairly imme-
diately from the discussion preceding the proposition. We prove the final
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claim. First assume that a ∈ LΨ(M). For any s ∈ R we will then have
θs(ζΨ(h)1/2aζΨ(h)1/2)
= θs(ζΨ(h)1/2)θs(a)θs(ζΨ(h)1/2)
= θs(f1+∞(h)1/2fΨ(h)−1/2) · θs(a) · θs(fΨ(h)−1/2f1+∞(h)1/2)
= [f1+∞(e−sh)1/2fΨ(e−sh)−1/2]

·[fΨ(e−sh)1/2fΨ(h)−1/2afΨ(h)−1/2fΨ(e−sh)1/2]
·[fΨ(e−sh)−1/2f1+∞(e−sh)1/2]

= [f1+∞(e−sh)1/2fΨ(h)−1/2]a[fΨ(h)−1/2f1+∞(e−sh)1/2]
= [f1+∞(e−sh)1/2f1+∞(h)−1/2] · [f1+∞(h)1/2fΨ(h)−1/2] · a

·[fΨ(h)−1/2f1+∞(h)1/2] · [f1+∞(h)−1/2f1+∞(e−sh)1/2]
= [f1+∞(e−sh)1/2f1+∞(h)−1/2][ζΨ(h)1/2aζΨ(h)1/2]

[f1+∞(h)−1/2f1+∞(e−sh)1/2]
By definition, ζΨ(h)1/2aζΨ(h)1/2 must then be an element of L1+∞(M).
The proof of the other case runs along similar lines. □

Even in this generality, the Lp spaces of M have a much more regular
structure than the class of Orlicz spaces. In the rest of this chapter, we will
therefore focus on refining the theory of Lp spaces for general von Neumann
algebras. We already noted in Example 7.15 that the Luxemburg-Nakano
norm on L∞(M) agrees with the operator norm on M. We now pass to
analysing the (p-)norm on Lp(M) where 0 < p < ∞. For 0 < p < 1, tp is
of course not convex and hence Lp(M) not an Orlicz space. However by
analogy with the theory already developed, we will here also write ∥ · ∥p
for the action of m(·)(1) on Lp(M). The following lemma provides useful
technical information for the analysis of the (p-)norm ∥ · ∥p.

Lemma 7.23. Let 0 < p < ∞ be given.
(1) For any a ∈ M̃ with polar decomposition a = u|a|, the following

are equivalent:
• a ∈ Lp(M);
• a∗ ∈ Lp(M);
• |a| ∈ Lp(M) and u ∈ M;
• |a|p ∈ L1(M) and u ∈ M.

(2) For any 0 ̸= a ∈ Lp(M) we have that
• 1

t da(r) = da(t1/pr) for all t, r > 0.
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• ∥a∥p = ma(1) = da(1)1/p;
• t−1/pma(1) = ma(t) for all t > 0.

Proof. First consider part(1). Recall that a being an element of
Lp(M) means that θs(a) = e−s/pa for any s ∈ R. But then we must
clearly have that θs(|a|) = |θs(a)| = |e−s/pa| = e−s/p|a| for any s ∈ R. So
|a| ∈ Lp(M) as claimed. Similarly a∗ ∈ Lp(M). As far as u is concerned, it
is clear that for any s ∈ R, θs(u)θs(|a|) is the polar decomposition of θs(a).
But from what has already been verified, this means that θs(u)|a| is the
polar decomposition of a. From the uniqueness of the polar decomposition,
it follows that θs(u) = u for all s ∈ R. But then u ∈ M. That then proves
the equivalence of the first three bullets. The proof that the fourth is
equivalent to the third, follows on noting that the definition ensures that
|a| ∈ Lp(M) if and only if |a|p ∈ L1(M).

Now consider part (2). These claims may be verified by modifying the
technique used in the proof of Proposition 7.11. For the sake of clarity,
we repeat the essentials of that argument. Let a ∈ Lp(M) and 0 < t be
given. We may then select s ∈ R so that t = es. For any r > 0, we then
have that

1
t
da(r) = e−sτ(χ(r,∞)(|a|))

= τ(θs(χ(r,∞)(|a|)))
= τ(χ(r,∞)(θs|a|))
= τ(χ(r,∞)(|θs(a)|))
= dθs(a)(r)
= de−s/pa(r)
= dt−1/pa(r)
= da(t1/pr).

Note that since a ̸= 0, we must have that da(s) ̸= 0 for some s > 0. If we
combine this with the equality just verified, it follows that in fact da(s) ̸= 0
for all s > 0. Now observe that the above equality on the one hand gives
rpda(r) = da(1), and on the other that da(da(1)1/p) = 1

da(1)da(1) = 1
with da((da(1) − ϵ)1/p) = 1

da(1)−ϵda(1) > 1 for any 0 < ϵ < da(1). Hence
ma(1) = inf{r > 0: da(r) ≤ 1} = da(1)1/p. We may now use the first
bullet of part (2) to conclude that t1/pma(t) = t1/p inf{r > 0: da(r) ≤
t} = t1/p inf{r > 0: da(t1/pr) ≤ 1} = inf{s > 0: da(s) ≤ 1} = ma(1). □
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Armed with the above lemma, we are now able to prove a Hölder and
Minkowski inequality for the present context.

Proposition 7.24. Let p, q, r > 0 be given such that 1
r = 1

p + 1
q . For

any a ∈ Lp(M) and b ∈ Lq(M), we will have that ab ∈ Lr(M) with
∥ab∥r ≤ ∥a∥p∥b∥p.

Proof. Let a ∈ Lp(M) and b ∈ Lq(M) be given. For any s ∈ R
we will have that θs(ab) = e−s/pa · e−s/qb = e−s/rab. So by definition
ab ∈ Lr(M). It now follows from Theorem 5.2, that

exp
∫ ∞

0
log(mab(t)) dt ≤ exp

∫ ∞

0
log(ma(t)) dt · exp

∫ ∞

0
log(mb(t)) dt

By Lemma 7.23 this may be rewritten as

exp
∫ ∞

0
log(t−1/rmab(1)) dt ≤ exp

∫ ∞

0
log(t−1/pma(1)) dt

· exp
∫ ∞

0
log(t−1/qmb(1)) dt,

which yields

e1/r∥ab∥r = e1/rmab(1) ≤ e1/pma(1) · e1/qmb(1) = e1/r∥a∥p∥b∥q.

□

Proposition 7.25. For any a, b ∈ Lp(M), we have that
• ∥a+ b∥p ≤ ∥a∥p + ∥b∥p whenever 1 < p ≤ ∞,
• and ∥a+ b∥pp ≤ ∥a∥pp + ∥b∥pp whenever 0 < p ≤ 1.

The quantity ∥ · ∥p = m(·)(1) is therefore a norm when 1 ≤ p ≤ ∞, and
a p-norm when 0 < p < 1.

Proof. The case p = ∞ follows from Example 7.15. Now consider
the case where 1 < p < ∞. It then follows from Theorem 4.22, that∫ 1

0 ma+b(t) dt ≤
∫ 1

0 ma(t) dt+
∫ 1

0 mb(t) dt. The final bullet in Lemma 7.23
now ensures that this inequality corresponds to the claim that

p

p− 1ma+b(1) ≤ p

p− 1(ma(1) + mb(1)).

The claim follows.
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Now let 0 < p ≤ 1. For any 0 < r < p, it then follows from Theorem
5.9 that ∫ 1

0
m|a+b|r(t) dt =

∫ 1

0
ma+b(t)r dt

≤
∫ 1

0
ma(t)r dt+

∫ 1

0
mb(t)r dt

=
∫ 1

0
m|a|r(t) dt+

∫ 1

0
m|b|r(t) dt.

Now if say f ∈ Lp(M), then θs(|f |r) = |θs(f)|r = |e−s/pf |r = e−s/(p/r)|f |
for all s ∈ R. In other words we then have that |f | ∈ Lp/r(M). That then
ensures that m|f |r(t) = t−r/pm|f |r(t) = t−r/pmf (t)r for all t > 0. If we
apply this fact to the inequality∫ 1

0
m|a+b|r(t) dt ≤

∫ 1

0
m|a|r(t) dt+

∫ 1

0
m|b|r(t) dt,

we get p−r
p ma+b(1)r ≤ p−r

p (ma(1)r + mb(1)r). On dividing throughout by
p−r
p and letting r ↗ p, we obtain ma+b(1)p ≤ ma(1)p+mb(1)p as required.

Regarding the final claim, recall that in the case 1 ≤ p < ∞ we already
know that ∥·∥p is a quasi-norm. The validity of the triangle inequality now
ensures that it is a norm. In the case 0 < p < 1, the one fact regarding
a p-norm that is not immediately obvious is the fact that here too ∥ · ∥p is
non-degenerate. To see this, note that given some a ∈ Lp(M) for which
ma(1) = 0, Lemma 7.23 informs us that then ma(t) = 0 for all t > 0.
Therefore ∥a∥∞ = limt↘0 mt(a) = 0, or equivalently a = 0. □

Remark 7.26. It is clear from the above result, that the Lp(M)-spaces
are in fact Banach spaces whenever p ≥ 1.

7.3 The trace functional and tr-duality for Lp-spaces

Although we have defined Lp-spaces for general von Neumann algebras
and have even proved a Hölder and Minkowski inequality for these spaces,
at present they bear little resemblance to their classical counterparts. We
now remedy this by introducing the so-called trace functional on L1(M).
This functional is a crucial tool for the development of duality theory in
this context.
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Definition 7.27. We define tr to be the linear functional on L1(M)
given by tr(a) = ωa(1), where ωa ∈ M∗ is the normal functional on M
corresponding to a by means of the bijection described in Theorem 6.72.

Proposition 7.28. Let 0 < p < ∞ be given. For any a ∈ Lp(M), the
quantity ∥a∥p = ma(1) agrees with tr(|a|p)1/p.

Proof. First let a ∈ L1(M). Let ω|a| be the functional in M∗ cor-
responding to |a| by means of the bijection in Theorem 6.72. Since
ω|a|(1) = d|a|(1) by Theorem 6.72, it then follows from Lemma 7.23 that
tr(|a|) = ma(1) in this setting. Now suppose that a ∈ Lp(M). It is easy
to see that then |a|p ∈ L1(M). We may then use what we have noted
regarding L1(M) to conclude that tr(|a|p)1/p = m|a|p(1)1/p = m|a|(1) =
ma(1). □

The above proposition now enables us to show that L1(M) is an iso-
metric copy of M∗, and to show that L2(M) is in fact a Hilbert space.

Proposition 7.29. For any a ∈ Lp(M), we have that tr(a) = tr(a∗)
and |tr(a)| ≤ tr(|a|) = ∥ωa∥, where ωa is the normal functional corre-
sponding to a (Theorem 6.72). The quantity tr(| · |) = ∥ · ∥1 is a norm
on L1(M), and when equipped with this norm, L1(M) is isometrically
isomorphic to M∗.

Proof. Let a and ωa be as in the hypothesis. All the claims follow
fairly immediately from Theorem 6.72. For the sake of the reader, we pro-
vide suitable details. For the first claim note that tr(a) = ωa(1) = ω∗

a(1) =
ωa∗(1) = tr(a∗). For the second claim note that |tr(a)| = |ωa(1)| ≤ ∥ωa∥ =
∥ |ωa| ∥ = ∥ω|a|∥ = |ω|a|(1)| = tr(|a|). The equality tr(| · |) = ∥ · ∥1 was
proved in the preceding proposition. Given a, b ∈ L1(M), we may use
this equality to see that ∥a + b∥1 = tr(|a + b|) = ∥ωa+b∥ = ∥ωa + ωb∥ ≤
∥ωa∥ + ∥ωb∥ = tr(|a|) + tr(|b|) = ∥a∥1 + ∥b∥1. The final claim is now an
immediate consequence of Theorem 6.72. □

Proposition 7.30. The prescription ⟨a, b⟩ = tr(b∗a) defines an inner
product on L2(M) for which ⟨a, a⟩ = ∥a∥2

2. The space L2(M) is therefore
a Hilbert space.

Proof. For any f ∈ L1(M) we will again write ωf for the nor-
mal functional corresponding to f by means of the bijection described
in Theorem 6.72. For any a1, a2, b ∈ L2(M) and any γ ∈ R, we have
that ⟨a1 + a2, b⟩ = tr(b∗(a1 + γa2)) = ωb∗(a1+γa2) = ωb∗a1 + γωb∗a2 =
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tr(b∗a1) + γtr(b∗a2) = ⟨a1, b⟩ + γ⟨a2, b⟩. The remaining properties of an
inner product may be proved by similar techniques. Given a ∈ L2(M),
the claim regarding the norm follows by applying Proposition 7.28 to the
equality ⟨a, a⟩ = tr(|a|2). □

We proceed to show that tr satisfies a trace-like property. Once that
is done, Lp-duality will follow fairly quickly.

Lemma 7.31. For any f ∈ M̃+, the mapping z 7→ fz is a differentiable
M̃-valued map on the open right half-plane Co+ = {z : Re(z) > 0}.

Proof. Let z0 ∈ Co+ and f ∈ M̃+ be given. We will show that
fz0 log(f) ∈ M̃ with d

dzf
z
∣∣
z0

= fz0 log(f).
First consider the case where f ∈ M+. Notice that t 7→ tz0 log(t)

extends to a function which is continuous on [0, ∥f∥], and 0-valued at 0.
Since sp(f) ⊆ [0, ∥f∥], it therefore follows from the continuous functional
calculus that we also have that fz0 log(f) ∈ M. It is an exercise to see that
as z → z0, the expression tz−tz0

z−z0
−tz0 log(t) will converge to 0 uniformly on

[0, ∥f∥]. We may then once again apply the continuous functional calculus
to see that 1

z−z0
(fz − fz0) − fz0 log(f) converges to 0 in norm. Thus in

this case d
dzf

z
∣∣
z0

= fz0 log(f) as required.
Now suppose that f ∈ M̃+. It then follows from what we have just

proven that fz0 log(f)χ[0,γ](f) ∈ M for any γ > 0. If therefore we can show
that τ(χ(ϵ,∞)(fx0 | log(f)|) → 0 as ϵ → ∞, it will follow that fz0 log(f) ∈
M̃. Let x0 denote Re(z0), and notice that |fz0 log(f)| = fx0 | log(f)|. The
function t 7→ tx0 log(t) has a minimum of − 1

ex0
on (0,∞). So if we choose

γ > 0 large enough so that γx0 log(γ) > 1
ex0

, that would ensure that all of
the statements

tx0 log(t) > γx0 log(γ), tx0 log(t) > γx0 log(γ), t > γ

are equivalent. So for such a γ, the Borel functional calculus ensures that
χ(γ,∞)(f) = χ(γx0 log(γ),∞)(fx0 | log(f)|). We may now use this equality to
conclude from the known fact that τ(χ(γ,∞)(f)) → 0 as γ → ∞, that also
τ(χ(γ,∞)(fx0 | log(f)|) → 0 as γ → ∞.

Now let ϵ > 0 be given and select γ so that τ(χ(γ,∞)(f)) < ϵ. With
e denoting e = χ[0,γ](f), the operator fe is of course bounded. It there-
fore follows from the first part of the proof that ∥ 1

z−z0
((fe)z − (fe)z0) −

(fe)z0 log(fe)∥ ≤ ϵ for z close enough to z0. But this means that
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1
z−z0

(fz − fz0) − fz0 log(f) ∈ N(ϵ, ϵ) for z close enough to z0. So by def-
inition 1

z−z0
(fz − fz0) − fz0 log(f) converges to 0 in measure as z → z0,

which then proves the lemma. □

Lemma 7.32. Let So be the open strip So = {z ∈ C : 0 < Re(z) < 1}.
Let f, g ∈ L1(M) be given. For any z ∈ So we have that fzg1−z ∈ L1(M).
Moreover the map So → L1(M) : z 7→ fzg1−z is analytic.

Proof. Let z ∈ So be given. It is not difficult to see that each of fz
and g1−z belongs to M̃. Now observe that for each s ∈ R we have that
θs(fzg1−z) = (θs(f))z(θs(g))1−z = (e−szfz)(e−s(1−z)g1−z) = e−sfzg1−z.
Thus by definition fzg1−z ∈ L1(M). We know from the previous lemma
that as maps into M̃, each of z 7→ fz and z 7→ g1−z is analytic on So.
(Here we used the fact that 1 − z ∈ Co+ if z ∈ So.) It is not difficult to
show that the product rule holds in this context, from which we may then
conclude that z 7→ fzg1−z is analytic as a map into M̃. But we know that
this map is L1(M)-valued. So since by Theorem 7.12 the norm topology
on L1(M) agrees with the topology of convergence in measure inherited
from M̃, we are done. □

Lemma 7.33. Let t ∈ R be given and let L1/((1/2)+it)(M) denote the
vector space

L1/((1/2)+it)(M) = {a ∈ M̃ : θs(a) = e−s((1/2)+it)a for all s ∈ R}.

For all a, b ∈ L1/((1/2)+it)(M) we then have that b∗a, ab∗ ∈ L1(M) with
tr(b∗a) = tr(ab∗).

Proof. Given any a, b ∈ L1/((1/2)+it)(M) and any s ∈ R, it is easy to
check that

θs(b∗a) = (θs(b))∗θs(a) = e−s((1/2)−it)b∗ · e−s((1/2)+it)a = e−sb∗a.

Similarly θs(ab∗) = e−sab∗ for any s ∈ R. So by definition b∗a, ab∗ ∈
L1(M). We may now apply Lemmas 7.23 and 7.28 to see that tr(a∗a) =
da∗a(1) = daa∗(1) = tr(aa∗) for any a ∈ L1/((1/2)+it)(M). Given a, b ∈
L1/((1/2)+it)(M), we may then apply this fact to the polarisation identities

b∗a = (1/4)
3∑

k=0
(a+ ikb)∗(a+ ikb) and ab∗ = (1/4)

3∑
k=0

(a+ ikb)(a+ ikb)∗

to see that tr(b∗a) = tr(ab∗). □
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Theorem 7.34. Let p, q ≥ 1 be given with 1 = 1
p + 1

q . For any a ∈
Lp(M) and b ∈ Lq(M), we have that tr(ab) = tr(ba).

Proof. Let p, q and a, b be as in the hypothesis. We already noted in
Proposition 7.24 that then ab, ba ∈ L1(M). So tr is well-defined on both
these products. First consider the case where say p = ∞. Let ωb ∈ M∗
be the functional corresponding to b ∈ L1(M) by means of the bijection
described in Theorem 6.72. It then follows from that theorem and the
definition of tr, that tr(ab) = ωab(1) = a · ωb(1) = ωb(1) · a = ωba(1) =
tr(ba).

Next suppose that 1 < p, q < ∞. We know from Lemma 7.23 that if
a ∈ Lp(M), then each of a∗ and |a|, also belong to Lp(M). Using these
facts it is easy to see that a can then be written as a linear combina-
tion of positive elements of Lp(M), specifically a = (| Re(a)| + Re(a)) −
(| Re(a)| − Re(a)) + i(| Im(a)| + Im(a)) − i(| Im(a)| − Im(a)). If therefore
we can show that in the case where a and b are positive we have that
tr(ab) = tr(ba), the same equality will then by linearity hold for general
elements a and b. We may therefore without loss of generality assume
that a, b ≥ 0. Since then ap, bq ∈ L1(M), Lemma 7.32 ensures that the
functions F (z) = tr(apzbq(1−z)) and G(z) = tr(bq(1−z)apz) are analytic on
So. Now notice that for any fixed t ∈ R we have that θs(ap((1/2)+it)) =
(θs(a))p((1/2)+it) = (e−s/pa)p((1/2)+it) = e−s((1/2)+it)ap((1/2)+it) for all s ∈
R. Hence ap((1/2)+it) ∈ L((1/2)+it)−1(M). We similarly have that bq((1/2)+it)

∈ L((1/2)+it)−1(M). Now consider the functions F,G defined on the open
strip So = {z ∈ C : 0 < Re(z) < 1}, by F (z) = tr(apzbq(1−z)), and
G(z) = tr(bq(1−z)apz). It then follows from Lemma 7.32 that F and G are
well-defined analytic functions on the domain So. Now observe that by
Lemma 7.33,

F ((1/2) + it) = tr(ap((1/2)+it)bq(1−[(1/2)+it]))
= tr(ap((1/2)+it)bq((1/2)−it))
= tr(ap((1/2)+it)(bq((1/2)+it))∗)
= tr((bq((1/2)+it))∗ap((1/2)+it))
= tr(bq((1/2)−it)ap((1/2)+it))
= tr(bq(1−[(1/2)+it])ap((1/2)+it))
= G((1/2) + it)
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for any t ∈ R. Thus F and G are analytic functions on the domain So,
which agree on the line (1/2)+it (t ∈ R). That ensures that F and G agree
on all of So, and in particular that tr(ab) = F (1/p) = G(1/p) = tr(ba). □

We are now ready to start the development of a duality theory for
the general case. We follow essentially the same strategy as in chapter 5.
Most of the proofs are minor modifications of the earlier ones. For the
sake of the reader we provide occasional details.

Lemma 7.35. Suppose 1 ≤ p < ∞. For any a ∈ Lp(M), we have that
∥a∥p = sup{|tr(ab)| : b ∈ Lq(M), ∥b∥q ≤ 1}, where 1 = 1

p + 1
q .

Proof. Hölder’s inequality combined with the fact that |tr(ab)| ≤
tr(|ab|) for each a ∈ Lp, b ∈ Lq ensures that

sup{|tr(ab)| : b ∈ Lq(M), ∥b∥q ≤ 1} ≤ ∥a∥p.
For the converse let 0 ̸= a ∈ Lp be given. In the case where p = 1, the in-
equality sup{|tr(ab)| : b ∈ L∞(M), ∥b∥∞ ≤ 1} ≤ ∥a∥1 is obvious. We sim-
ply choose b ∈ L∞ to be b = u∗ where u is the partial isometry in the polar
decomposition a = u|a| of a, to see that tr(ab) = tr(ba) = tr(|a|) = ∥a∥1.

In the case where 1 < p < ∞, we set b = ∥a∥−p/q
p |a|p−1u∗, where a = u|a|

is the polar decomposition of a. For any s ∈ R we have that θs(b) =
∥a∥−p/q

p |θs(a)|p−1θs(u∗) = ∥a∥−p/q
p |e−s/pa|p−1u∗ = e−s/q∥a∥−p/q

p |a|p−1u∗ =
e−s/qb, ensuring that b ∈ Lq(M).Observe that ∥b∥qq = mb(1)q = mb∗(1)q =
tr(|b∗|q) = ∥a∥−p

p tr(|a|qp−q) = ∥a∥−p
p tr(|a|p) = 1, and hence that b ∈ Lq

with ∥b∥q = 1. By construction tr(ba) = ∥a∥−p/q
p τ(|a|p) = ∥a∥p−pq

p = ∥a∥p.
Hence equality must hold. □

We will now prove that part of the Clarkson-McCarthy inequalities
also hold in this context. For this we need the following lemma:

Lemma 7.36. Let 1 ≤ p < ∞, and let f, g ∈ Lp+(M) be given. Then

21−p∥f + g∥pp ≤ ∥f∥pp + ∥g∥pp ≤ ∥f + g∥pp.

Proof. The first inequality may be proven in exactly the same way as
in Lemma 5.24. To prove the second we need to modify the proof of part
(ii) of Proposition 5.8, to ensure that it goes through for tr instead of τ.
Now recall that in the proof of Proposition 5.8, we showed that there exist
contractions a, b ∈ M+ so that a(f + g)1/2 = f1/2, b(f + g)1/2 = g1/2 and
a∗a+b∗b = s(f+g).We claim that both these contractions are in M. To see
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this note that for any s ∈ R we have that e−2s/pa(f+g)1/2 = e−2s/pf1/2 =
θs(f1/2) = θs(a(f + g)1/2) = θs(a)θs((f + g)1/2) = e−2s/pθs(a)(f + g)1/2.
This can of course only be the case if θs(a) = a for all s ∈ R, in which
case a ∈ M. The proof that b ∈ M is entirely analogous. It then easily
follows from Lemma 5.7 that

∥f∥p + ∥g∥pp = m1((a(f + g)a∗))p + m1((b(f + g)b∗))p

= m1((a(f + g)a∗)p) + m1((b(f + g)b∗)p)
≤ m1(a(f + g)pa∗) + m1(b(f + g)pb∗)

Now recall that for any p ∈ M̃, we have that mp∗p(1) = mp(1)2 =
mp∗(1)2 = mpp∗(1). In addition it can easily be shown that both (f +
g)p/2a∗a(f + g)p/2 and (f + g)p/2b∗b(f + g)p/2 are in L1(M) We may now
use these two facts to conclude from the above inequality that

∥f∥pp+∥g∥pp ≤ m1(a(f + g)pa∗) + m1(b(f + g)pb∗)
= m1((f + g)p/2a∗a(f + g)p/2) + m1((f + g)p/2b∗b(f + g)p/2))
= tr((f + g)p/2a∗a(f + g)p/2) + tr((f + g)p/2b∗b(f + g)p/2))
= tr((f + g)p/2(a∗a+ b∗b)(f + g)p/2)
= tr((f + g)p)
= ∥f + g∥pp.

□

Armed with the above lemma, we are now able to prove a general
version of Proposition 5.25. The proof is entirely analogous to the former
proof, the only difference being that we use the above lemma, in place of
the earlier semifinite version.

Proposition 7.37. Let 2 ≤ p < ∞, and let a, b ∈ Lp(M) be given.
Then

∥a+ b∥pp + ∥a− b∥pp ≤ 2p−1(∥a∥pp + ∥b∥pp).

We are now finally ready to prove tr-duality for Lp(M)-spaces.

Theorem 7.38. Let 1 < p ≤ ∞ and 1 ≤ q < ∞ be given with 1 = 1
p+

1
q .

The bilinear form
Lp(M) × Lq(M) → C : (b, a) 7→ tr(ba)
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defines a dual action of Lp(M) on Lq(M) with respect to which Lp(M) =
(Lq(M))∗. Specifically for each a ∈ Lp(M), the prescription b 7→ tr(ba)
defines a bounded linear functional ωa on Lq(M). Moreover the mapping
a 7→ ωa is a surjective isometry from Lp(M) onto (Lq(M))∗. In addition
ωa ≥ 0 if and only if a ≥ 0.

Proof. By Proposition 7.29 the case where p = ∞ is just a restate-
ment of the well-known duality of M and M∗. Hence we may assume
that 1 < p < ∞. For this case the proof is almost identical to the
proof of Theorem 5.27. The only changes needed are to replace τ with
tr, Lp(M, τ) and Lp(M, τ) with Lp(M) and Lq(M), and references to
Lemma 5.23, with references to Lemma 7.35. The one aspect that gets
used in the last part of the proof which may be less obvious is the fact
that given a ∈ Lp(M) with a = a∗, we will have that |a|p−1χ(0,−∞)(a)
is a positive element of Lq(M, τ). The positivity of this element is clear.
The membership of Lq(M) can be seen by noting that for every s ∈ R,
θs(|a|p−1) = |θs(a)|p−1 = e−s(p−1)/p|a| = e−s/q|a| and θs(χ(0,−∞)(a)) =
χ(0,−∞)(θs(a)) = χ(0,−∞)(e−s/pa) = χ(0,−∞)(a). Hence |a|p−1 ∈ Lq and
χ(0,−∞)(a) ∈ L∞(M), which ensures that |a|p−1χ(0,−∞)(a) ∈ Lq(M). □

7.4 Dense subspaces of Lp-spaces

One of our main objectives in this section is to show that the non-
commutative analogue of the simple functions is dense in each Lp(M)
(1 ≤ p < ∞). Formally these simple functions are linear combinations of
terms of the form h1/2peh1/2p, where h = dφ̃

dτ is the density of the dual
weight, and e ∈ M a projection with φ(e) < ∞. The main challenge that
we need to overcome here is the fact that in general h is not τ -measurable!
We therefore need to be extremely careful when working with these oper-
ators, and for this reason will in this section depart from the notational
conventions we have been using for τ -measurable operators. Given two
affiliated operators a and b, we shall denote the operator product with ab.
If the product is in fact closed, we shall where necessary indicate this by
writing (ab). If the product is closable, the minimal closed extension will
be denoted by [ab].

Our first task is to describe those elements of M for which products
of the form h1/qa are τ -measurable.

Lemma 7.39. Let a ∈ M be given, and let h = hφ = dφ̃
dτ be the density

of the dual weight φ̃ of the canonical faithful normal semifinite weight φ
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on M. Recall that we may then make sense of the form product a ·̂h ·̂ a∗

as an element of the extended positive part M̂+ of M (see the discussion
preceding Proposition 3.26). Then the following holds:

(a) The partially defined operator h
1/2
φ a∗ is densely defined if and

only if a ·̂hφ ·̂ a∗ is a (non-negative self-adjoint) operator. In this
case a ·̂hφ ·̂ a∗ =

∣∣∣h1/2
φ a∗

∣∣∣2
(b) a ∈ nφ if and only if a ·̂hφ ·̂ a∗ ∈ L1(M), in which case φ(a∗a) =

tr(|h1/2a∗|2).
Proof. Let H be the Hilbert space for which M ⊆ B(H). For any

ξ ∈ H, let ωξ be the positive functional defined by a 7→ ⟨aξ, ξ⟩. For such a
ξ ∈ H, we will then in the notation of Proposition 6.67 have that

(a ·̂hφ ·̂ a∗)(ωξ) = hφ(aωξa∗) = hφ(ωa∗ξ)

=
{ ∥∥∥h1/2

φ a∗ξ
∥∥∥2

if a∗ξ ∈ dom(h1/2
φ ),

∞ otherwise.
Therefore h1/2

φ a∗ is clearly densely defined if and only if a ·̂hφ ·̂ a∗ corre-
sponds to an operator, in the sense that the projection p∞ in the spectral
resolution a ·̂hφ ·̂ a∗ =

∫∞
0 λ deλ+∞.p∞ is 0. The above equality therefore

also shows that a ·̂hφ ·̂ a∗ = |h1/2
φ a∗|2.

Now recall that the action of the automorphisms θs extend to the
extended positive part M̂+. In their action on M̂+ we have that

θs(a ·̂hφ ·̂ a∗) = θs(a) ·̂ θs(hφ) ·̂ θs(a)∗ = e−sa ·̂hφ ·̂ a∗.

It is therefore clear that (a ·̂hφ ·̂ a∗) ∈ L1(M) if and only if a ·̂hφ ·̂ a∗ =
ha∗φa is τ -measurable. (Here we used part (2) of Theorem 3.24.) By
Corollary 6.71 this is in turn equivalent to the assertion that a∗φa ∈ M∗.
We therefore have that

(a ·̂hφ ·̂ a∗) ∈ L1(M) ⇔ φ(a∗a) < ∞ ⇔ a ∈ nφ

as required. Notice that we then also have that |h1/2
φ a∗| ∈ L2(M). It then

follows from the definition of tr, that
tr(|h1/2

φ a∗|2) = tr(a ·̂hφ ·̂ a∗) = tr(ha∗φa) = (a∗φa)(1) = φ(a∗a).
□

Proposition 7.40. Let q ∈ [2,∞). If a ∈ nφ then ah1/q is closable
with [ah1/q], h1/qa∗ ∈ Lq(M), and [ah1/q] = (h1/qa∗)∗.
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Proof. Let q ∈ [2,∞) be given. By Lemma 7.39, the closed oper-
ator h1/2a∗ is densely defined, with |h1/2a∗| ∈ L2(M). Hence |h1/2a∗|,
and therefore also h1/2a∗ is τ -measurable. In the case where q > 2 we
may write h1/2a∗ as h1/2a∗ = h1/r.h1/qa∗ where r > 2 is given such that
1
2 = 1

q + 1
r . This clearly shows that dom(h1/2a∗) ⊆ dom(h1/qa∗). The τ -

measurability of h1/2a∗, ensures that dom(h1/2a∗) is τ -dense. But then the
same must be true of dom(h1/qa∗). Therefore the closed operator h1/qa∗ is
also τ -measurable. We therefore need only confirm that θs(h1/qa∗) = e−s/q

for each s ∈ R to prove that h1/qa∗ ∈ Lq(M).
Given γ > 0, we have that χ[0,γ](h)(h1/qa∗) ⊆ [χ[0,γ](h)h1/q]a∗, and

hence that [χ[0,γ](h)(h1/qa∗)] = [χ[0,γ](h)h1/q]a∗ since all the (bracketed)
operators in the product are τ -measurable. So for any s ∈ R and any
n ∈ N, we have

χ[0,esn](h)θs(h1/qa∗) = χ[0,n](e−sh)θs(h1/qa∗)
= θs(χ[0,n](h))θs(h1/qa∗)
= θs(χ[0,n](h)(h1/qa∗))
⊆ θs([χ[0,n](h)h1/q]a∗)
= θs([χ[0,n](h)h1/q])θs(a∗)
= e−s/q[χ[0,n](e−sh)h1/q]a∗

= e−s/q[χ[0,esn](h)h1/q]a∗

= e−s/q[χ[0,esn](h)(h1/qa∗)]

The τ -measurability of h1/qa∗ ensures that the τ -measurable extension of
χ[0,esn](h)θs(h1/qa∗) agrees with e−s/q[χ[0,esn](h)(h1/qa∗)] (see Proposition
2.51). We may therefore combine Proposition 4.12 with the fact that
χ[0,esn](h) ↗ 1 as n ↗ ∞, to see that

mθs(h1/qa∗)−e−s/q(h1/qa∗)(t)

= m|θs(h1/qa∗)−e−s/q(h1/qa∗)|2(t)1/2

= sup
n∈N

m|χ[0,esn](h)(θs(h1/qa∗)−e−s/q(h1/qa∗))|2(t)1/2

= 0



266 Lp spaces — general case

for all t > 0, and hence that
∥θs(h1/qa∗) − e−s/q(h1/qa∗)∥∞ = lim

t↘0
mθs(h1/qa∗)−e−s/q(h1/qa∗)(t) = 0.

To see the claims regarding [ah1/q], we firstly note that (ah1/q)∗ = h1/qa∗.

Hence the second adjoint of (ah1/q)∗ exists and agrees with (h1/qa∗)∗. This
shows that ah1/q is closable with [ah1/q] = (h1/qa∗)∗. □

Remark 7.41. If we apply a suitable polar formula to the equality in
part (b) of Lemma 7.39, then the added technology provided by Proposi-
tion 7.40, enables us to conclude that φ(b∗a) = tr((h1/2b∗)[ah1/2]) for all
a, b ∈ nφ.

We need one more piece of mathematical technology before we are able
to prove our first density result. Since nφ is a left-ideal, we know from
Theorem1.21 that it admits a right approximate identity. The semifinite-
ness of φ ensures that the projection to which such a right approximate
identity converges, must be the identity 1. However elegant this fact may
seem, we shall need a right approximate identity of nφ, with more refined
properties. In particular we shall need a net inside nφ which increases to
1 and which consists of analytic elements. In the development of noncom-
mutative integraton theory, similar techniques have been used by many
authors [PT73, Ter82, Vae01]. We however require some very particu-
lar facts. With Proposition 6.12 as starting point, we pause to give some
hints on how the approximate identity we need is constructed.

Proposition 7.42 ([Vae01, Lemma 3.1], [Ter82, Lemma 9]). There
exists a net (fλ) of positive entire analytic elements in nφ converging
strongly to 1, and for which

(a) σφz (fλ) ∈ nφ ∩ n∗
φ for each z ∈ C and each λ,

(b) ∥σφz (fλ)∥ ≤ eδ(Im(z))2 for each z ∈ C and each λ,
(c) (σφz (fλ)) is σ-weakly convergent to 1 for each z ∈ C.

Outline of proof. We will give details as appropriate, but merely
sketch some parts of the proof.

One starts by selecting any right approximate identity (gλ) of nφ.
Recall that (as we noted above) in this case gλ must increase σ-strongly
to 1 as λ increases. Fixing some δ > 0, one now defines the net (fλ) by

means of the prescription fλ =
√
δ

π

∫
σφt (gλ)e−δt2 dt.
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The next step is to show that the function

F : C → M : z 7→

√
δ

π

∫
σφt (gλ)e−δ(t−z)2

dt

fulfils the criteria of Definition 6.11. (Details of this part may be found in
the proof of [BR87a, Proposition 2.5.22].) Having verified this fact, the
values σφz (fλ), are then given by σφz (fλ) =

√
δ
π

∫
σφt (gλ)e−δ(t−z)2

dt. This
then enables us to conclude that

∥σφz (fλ)∥ ≤

√
δ

π

∫
∥σφt (gλ)∥|e−δ(t−z)2 | dt

≤

√
δ

π

∫
|e−δ(t−z)2 | dt

= eδ(Im(z))2
.

The quick way to see that σφz (fλ) ∈ nφ ∩ n∗
φ for each z ∈ C, is

to appeal to the technology of left Hilbert algebras. The connection of
nφ ∩ n∗

φ to left Hilbert algebras may be found in for example Theorem
VII.2.6 of [Tak03a]. The fact that σφz (fλ) ∈ nφ ∩ n∗

φ for each z ∈ C,
then follows from for example [SZ79, Corollary, p272]. The verifica-
tion of this fact is also embedded in the proof of [Tak03a, Theorem
VI.2.2(i)] (see p 25 of that reference). For the sake of the reader we
provide the skeleton of a direct proof of this fact. Firstly let R > 0 be
given and let SN =

√
δ
π

∑N
k=1

∫
e−δ(̃tk−z)2

σφ
t̃k

(gλ)∆tk be a Riemann-sum of√
δ
π

∫ R
−R σ

φ
t (gλ)e−δ(t−z)2

dt. Next recall that in its action on nφ, φ satisfies
a Cauchy-Schwarz inequality. If we combine this fact with the fact that
φ◦σφt = φ for all t ∈ R, then for any s, t ∈ R and any λ, we will have that

|φ(σφs (g∗
λ)σ

φ
t (gλ))| ≤ φ(|σφs (gλ)|2)1/2.φ(|σφt (gλ)|2)1/2 = φ(|gλ|2) < ∞.

One may then use this fact to see that

φ(S∗
NSN ) ≤ δ

π

(
N∑
k=1

|e−δ(̃tk−z)2 |∆tk
)2

φ(|gλ|2).

Taking the limit yields

δ

π
φ

(∣∣ ∫ R

−R
σφt (gλ)e−δ(t−z)2

dt
∣∣2) ≤ δ

π

(∫ R

−R
|e−δ(t−z)2 | dt

)2

φ(|gλ|2).
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Now let R → ∞, to see that

φ(|σφz (fλ)|2) ≤ δ

π

(∫
|e−δ(t−z)2 | dt

)2
φ(|gλ|2) = (eδ(Im(z))2)2φ(|gλ|2) < ∞.

It remains to show that (fλ) converges strongly to 1. Let H be the
Hilbert space on which M acts. For any ξ ∈ H, we then have that

lim
λ

⟨fλξ, ξ⟩ = lim
λ

〈√ δ

π

∫
σφt (gλ)e−δt2 dt

 ξ, ξ〉

= lim
λ

√
δ

π

∫
⟨σφt (gλ)ξ, ξ⟩e−δt2 dt

=
√
δ

π

∫
⟨σφt (1)ξ, ξ⟩e−δt2 dt

=
√
δ

π

∫
e−δt2 dt.∥ξ∥2

= ∥ξ∥2.

If we combine the above formula with the fact that ∥fλ∥ ≤ 1, that then
enables us to conclude that

lim sup
λ

∥fλξ − ξ∥2 = lim sup
λ

(
∥fλξ∥2 − ⟨fλξ, ξ⟩ − ⟨ξ, fλξ⟩ + ∥ξ∥2

)
≤ 0,

which proves the claim regarding the strong convergence of (fλ).
We pass to proving (c). For any ξ, ζ ∈ H we have that

lim
λ

⟨σφz (fλ)ξ, ζ⟩ = lim
λ

〈√ δ

π

∫
σφt (gλ)e−δ(t−z)2

dt

 ξ, ζ〉

= lim
λ

√
δ

π

∫
⟨σφt (gλ)ξ, ζ⟩e−δ(t−z)2

dt

=
√
δ

π

∫
⟨σφt (1)ξ, ζ⟩e−δ(t−z)2

dt

=
√
δ

π

∫
e−δ(t−z)2

dt · ⟨ξ, ζ⟩

= ⟨ξ, ζ⟩.
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Thus (σφz (fλ)) converges to 1 in the Weak Operator Topology. But the
σ-weak topology and the Weak Operator Topology agree on the unit ball
of M. Hence by part (b), (σφz (fλ)) is σ-weakly convergent to 1 as claimed.

□

With the existence of such a net verified, we now prove the technical
lemma which will unlock the first density result.

Lemma 7.43. Let a ∈ M be entire analytic with respect to the modular
automorphism group σφt . Then, for any z ∈ C with Re(z) ≥ 0, we have
that

ahz ⊆ hzσφiz(a).

Proof. LetD = ⋂
n∈N dom(hn) and C+ = {z ∈ C : Re(z) ≥ 0} . Then

for each z ∈ C+, D is a core for hz. For ξ, ζ ∈ D, define the following two
functions C+ → C:

F : α 7→ ⟨ξ, ahzζ⟩ ; G : α 7→
〈
hzξ, σiα(a)ζ

〉
.

These are continuous on C+, analytic in the interior of C+ and satisfy

F (it) =
〈
ξ, ahitζ

〉
=
〈
ξ, hitσ−t(a)ζ

〉
=
〈
h−itξ, σ−t(a)ζ

〉
= G(it)

for all t ∈ R. (Note that σφ−t(a) = h−itahit by Proposition 6.40 and Theo-
rem 6.62). Therefore F and G coincide. Now let ξ ∈ dom(hz). If (ζn) is a
sequence in D converging to ζ in the graph norm of hz, then

⟨ξ, ahzζ⟩ = lim ⟨ξ, ahzζn⟩ = lim
〈
hz̄ξ, σiz(a)ζn

〉
=
〈
hz̄ξ, σiz(a)ζ

〉
for each ξ ∈ D. Since D is a core for hz, the result follows. □

Corollary 7.44. Let a ∈ nφ ∩ n∗
φ be an entire analytic element for

which σφz (a) ∈ nφ ∩n∗
φ for each z ∈ C. Given z ∈ C with 0 ≤ Re(z) ≤ 1/2,

we have that
[ahz] = hzσiz(a).

Proof. Set z = s + it where s ∈ [0, 1/2] and t ∈ R, and let a ∈
n∞. Lemma 7.43 then informs us that ahα ⊆ hασiα(a). Moreover since
a ∈ n, we know from Proposition 7.40 that ahα = (ahs)hit is a product
of τ -premeasurable operators. Similarly since σiα(a) ∈ n∗, hασiα(a) =
hit(hsσiα(a)) will by the same proposition also be a product of τ -premea-
surable operators. The result therefore follows from the uniqueness of the
τ -measurable extension (Proposition 2.51). □
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Theorem 7.45.(a) For any q ∈ [2,∞), {[ah1/q] : a ∈ nφ} is dense in
Lq(M).

(b) For any p ∈ [1,∞), {(h1/2pa1/2)[a1/2h1/2p] : a ∈ pφ} is dense in
Lp+(M).

Proof. Part (a): Let r > 1 be given so that 1 = 1
q + 1

r . Suppose
that z ∈ Lr(M). If we can show that we must have that z = 0 whenever
tr(z[ah1/q]) = 0 for each a ∈ nφ, then by the duality theory developed in
the previous section, {[ah1/q] : a ∈ nφ} will be weakly dense in Lq(M), and
hence norm dense. So suppose that we do indeed have that tr(z[ah1/q]) = 0
for each a ∈ nφ. For each b ∈ M, the fact that nφ is a left-ideal ensures
that ba ∈ nφ for each a ∈ nφ, and hence that tr(z[bah1/q]) = 0 for each
a ∈ nφ. Now notice that for any a ∈ nφ we have that b[ah1/q] ⊇ bah1/q. By
the uniqueness of the τ -measurable extension (Proposition 2.51), we have
that the τ -measurable operator corresponding to the product b ·

[
ah1/q

]
is

just [bah1/q]. That means that for any a ∈ nφ and any b ∈ M, we have that
0 = tr(z[bah1/q]) = tr([bah1/q]z) = tr(b([ah1/q]z)). The duality between L1

and L∞, then ensures that this can only be the case if [ah1/q]z = 0 for each
a ∈ nφ, or equivalently that z∗(h1/qa∗) = 0 for each a ∈ nφ. It therefore
remains to show that z = 0 (equivalently z∗ = 0) if z∗(h1/qa∗) = 0 for
each a ∈ nφ.

It is easy to see that z∗(h1/qa∗) = 0 if and only if |z∗|(h1/qa∗) = 0.
Since trivially z∗ = 0 if and only if |z∗| = 0, it follows that we may assume
that z∗ ≥ 0. Having made this assumption one may then further note
that z∗ = 0 if and only if (z∗χ[0,γ](z∗)) = 0 for every γ > 0. Since in this
setting the equality z∗(h1/qa∗) = 0 ensures that 0 = χ[0,γ](z∗)z∗(h1/qa∗)
and hence that 0 = (z∗χ[0,γ](z∗))(h1/qa∗), it follows that we may further
assume z∗ to be bounded.

Now apply Proposition 7.42 to select a net (fλ) of positive entire ana-
lytic elements in nφ which increase to 1, and for which σφi/q(fλ) ∈ nφ ∩ n∗

φ

for each λ. Assuming z∗ to be bounded, we have that 0 = z∗(h1/qσφi/q(fλ))
for each λ. But by Corollary 7.44, [fλh1/q] = (h1/qσφi/q(fλ)). Hence given
ξ ∈ dom(h1/q) ⊆ dom([fλh1/q]), we have that ξ ∈ dom(h1/qσi/q(fλ)), and
h1/qσi/q(fλ)ξ = fλh

1/qξ → h1/qξ. The fact that 0 = z∗(h1/qσφi/q(fλ)) for
each λ, therefore ensures that z∗ = 0 on the range of h1/q, which must be
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dense by the fact that h is non-singular and positive. Hence as required,
z∗ = 0.

Part (b): This claim easily follows from part (a). To see this let
f ∈ Lp+(M) be given. Then f1/2 ∈ L2p(M). So by part (a) we may
select a sequence (an) ⊆ nφ so that [anh1/2p] → f1/2 (or equivalently
that (h1/2pa∗

n) = [anh1/2p]∗ → f1/2). Let un be the partial isometry
from the polar decomposition of an. It is not difficult to see that then
(h1/2pa∗

n)[anh1/2p] = (h1/2pa∗
n)un[|an|h1/2p] = (h1/2p|an|)[|an|h1/2p]. To see

this, note that since ran([|an|h1/2p]) ⊆ ker(h1/2p|an|)⊥ = ker(|an|)⊥ =
ran(|an|), the operator product un[|an|h1/2p] is closed, hence τ -measurable.
(Here we silently used the fact that nφ, being a left ideal, is invariant under
the absolute value map.) But then un[|an|h1/2p] and [anh1/2p] must agree,
since both are τ -measurable extensions of anh1/2p (Proposition 2.51). We
may now apply Hölder’s inequality to see that

∥f − (h1/2p|an|)[|an|h1/2p]∥p
= ∥f − (h1/2pa∗

n)[anh1/2p]∥p
= ∥f − f1/2[anh1/2p] + f1/2p[anh1/2p] − (h1/2pa∗

n)[anh1/2p]∥p
≤ ∥f1/2(f1/2 − [anh1/2p])∥p + ∥(f1/2 − (h1/2pa∗

n))[anh1/2p]∥p
≤ ∥f1/2∥2p∥f1/2 − [anh1/2p]∥2p + ∥f1/2 − (h1/2pa∗

n)∥2p∥[anh1/2p]∥2p,

from which it follows that (h1/2p|an|)[|an|h1/2p] → f as n → ∞. □

In addition to answering some questions regarding dense subspaces,
the preceding theorem also raises questions.

For example given a1, a2 ∈ pφ, how do

(h1/2pa
1/2
1 )[a1/2

1 h1/2p] + (h1/2pa
1/2
2 )[a1/2

2 h1/2p],

and
(h1/2p(a1 + a2)1/2)[(a1 + a2)1/2h1/2p]

compare? We now address these issues before concluding this section with
an analysis of “simple functions”.

Definition 7.46. For q ∈ [2,∞) define the map

j(q) : nφ ∋ a 7→
[
ah1/q

]
∈ Lq(M).
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For p ∈ [1,∞), define the map
i(p) : pφ ∋ a 7→ j(2p)(a1/2)∗j(2p)(a1/2) ∈ Lp(M)

For the task we have set for ourselves, the following lemma is crucial.

Lemma 7.47. Let a, b ∈ nφ and ri, si ∈ [2,∞) be given with r−1
1 +s−1

1 =
r−1

2 + s−1
2 . Then

([ah1/r1 ](h1/s1b∗)) = ([ah1/r2 ](h1/s2b∗)).

Proof. Assume without loss of generality that s1 ≤ s2, so that r1 ≥
r2. Then

h1/r2a∗ = h(1/r2−1/r1)(h1/r1a∗) ⊆ ([ah1/r1 ]h(1/r2−1/r1))∗,

so that [ah1/r2 ] ⊇ [ah1/r1 ]h(1/s1−1/s2), and
[ah1/r2 ]h1/s2b∗ ⊇ [ah1/r1 ]h(1/s1−1/s2)h1/s2b∗ = [ah1/r1 ]h1/s1b∗.

Since each of h1/s2b∗ and h1/s1b∗ is τ -measurable by Proposition 7.40,
both sides of the formula represent τ -pre-measurable operators. The
claim therefore follows from the uniqueness of the τ -measurable exten-
sion (Proposition 2.51). □

Proposition 7.48. For q ∈ [2,∞), each of the maps j(q) is linear and
injective. Moreover they are related through the estimate

∥j(q)(a)∥q ≤ ∥j(2)(a)∥2/q
2 ∥a∥1−2/q

∞ (7.2)
for q ∈ {2k : k ∈ N} and a ∈ nφ.

Proof. For a, b ∈ n and λ ∈ C, both j(q)(a + λb) and the strong
sum j(q)(a)+λj(q)(b) are closed extensions of the τ -premeasurable operator
ah1/q+λbh1/q, so linearity follows from the uniqueness of the τ -measurable
extension (Proposition 2.51). Injectivity of the map j(q) follows from the
injectivity of the operator h1/q. By Lemma 7.47 and Hölder’s Inequality,
we have that ∥∥∥j(2q)(a)∥∥∥2q

2q
= tr

((
h1/2qa∗

[
ah1/2q

])q)
= tr

(([
ah1/2q

]
h1/2qa∗

)q)
= tr

(([
ah1/q

]
a∗
)q)

=
∥∥∥j(q)(a)a∗

∥∥∥q
q

≤
∥∥∥j(q)(a)∥∥∥q

q
∥a∥q∞
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for any q ≥ 2, a ∈ nφ. The estimate follows by iterating this inequality. □

Theorem 7.49. For p ∈ [1,∞) the map

i(p) : pφ → Lp(M)

is additive and injective—in particular it has a unique extension to a linear
map (also called i(p)) from mφ into Lp(M). The extension is injective and
positivity preserving, and for any a, b ∈ nφ satisfies the formula

j(2p)(a)∗̄·j(2p)(b) = i(p)(a∗b).

As a positive map it is normal in the sense that if a net (aλ) ⊆ pφ increases
to a ∈ pφ, then i(p)(aλ) increases to i(p)(a).

Proof. Suppose that a, b ∈ pφ and

h1/2pa1/2
[
a1/2h1/2p

]
= h1/2pb1/2

[
b1/2h1/2p

]
.

By the injectivity of h1/2p, a1/2
[
a1/2h1/2p

]
= b1/2

[
bh1/2p

]
and so ah1/2p =

bh1/2p. But h1/2p has dense range, and a and b are bounded, so a = b.
Hence the map is injective. To prove additivity we must show that for
a, b ∈ pφ,

h1/2p(a+ b)1/2[(a+ b)1/2h1/2p] = h1/2pa1/2[a1/2h1/2p] +h1/2pb1/2[b1/2h1/2p]
(∗)

where the sum on the right is in the strong sense. Since x1 := (a +
b)1/2

[
(a+ b)1/2h1/2p

]
and x2 := a1/2

[
a1/2h1/2p

]
+b1/2

[
b1/2h1/2p

]
are clos-

able τ -pre-measurable extensions of the densely defined operator (a +
b)h1/2p, their closures coincide by the uniqueness of the τ -measurable ex-
tension (Proposition 2.51). Since then
h1/2p [x1] ⊇ h1/2p (a+ b)1/2

[
(a+ b)1/2 h1/2p

]
and

h1/2p[x2] ⊇ h1/2p
[
a1/2

[
a1/2h1/2p

]
+ b1/2

[
b1/2h1/2p

]]
⊇ h1/2pa1/2

[
a1/2h1/2p

]
+ h1/2pb1/2

[
b1/2h1/2p

]
,

(∗) holds on the intersection of the domains of i(p)(a+b), i(p)(a) and i(p)(b).
But this intersection is τ -dense, and hence uniqueness of the τ -measurable
extension (Proposition 2.51) demands that (∗) holds unreservedly. There-
fore i(p) is additive. Since mφ is linearly spanned by its non-negative
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elements, the prescription

(a1 −a2)+i(a3 −a4) 7→ i(p)(a1)− i(p)(a2)+i
(
i(p)(a3) − i(p)(a4)

)
, ak ∈ pφ

then gives a well-defined extension of i(p) to a linear map mφ → Lp(M).
Clearly this is the promised unique linear map extension of i(p) to all of
mφ, which is moreover injective and positivity preserving.

We now prove the stated formula for realising the extension. First
consider the case where b = a. This case follows from the fact that
y1 := ((h1/2pa∗)[ah1/2p]) and y2 := ((h1/2p|a|)[|a|h1/2p] coincide. (This was
verified at the start of the proof of part (b) of Theorem 7.45.) Since each of
the maps (a, b) 7→ i(p)(a∗b) and (a, b) 7→ j(2p)(a)∗̄·j(2p)(b) is sesquilinear (by
the linearity of i(p) and j(2p)) the full result follows from the polarisation
identity.

Finally let a, aλ ∈ pφ (λ ∈ Λ) be given, with aλ ↗ a. The fact that the
map i(p) is order preserving, ensures that 0 ≤ i(p)(aλ) ≤ i(p)(a) for each
λ, and hence that supλ i(p)(aλ) = g exists as an element of M̃+, for which
g ≤ i(p)(a) (see Proposition 2.61). For any ξ ∈ H, we have that

⟨a1/2
λ h1/2pξ, a

1/2
λ h1/2pξ⟩ ↗ ⟨a1/2h1/2pξ, a1/2h1/2pξ⟩.

We shall use this fact to prove that g = i(p)(a), but we need some technical
information before we are able to do so.

Let f be a closable operator on the Hilbert space H, with minimal
closure f. Let G (f) be the graph of f , and P the bounded mapping
P : G (f) → H : (u, v) 7→ u. By [KR83, Remark 2.7.7] P ∗ has dense
range, which is contained in dom((f)∗f) and which is a core for f. By the
closability of f , G (f) is dense in G (f), and so by continuity, P ∗(G (f))
is dense in P ∗(G (f)), and therefore also in H. The subspace P ∗(G (f)) is
clearly contained in P ∗(G (f)) and hence in dom((f)∗f), and is by defini-
tion a core for f.

By Proposition 7.40, h1/2pa1/2 is τ -measurable and a1/2h1/2p densely
defined and closable, with the τ -measurable closure given by [a1/2h1/2p] =
(h1/2pa1/2)∗. As follows from the preceding discussion, dom(a1/2h1/2p) =
dom(h1/2p) contains a core C of [a1/2h1/2p], which is also contained in

dom((h1/2pa1/2)[a1/2h1/2p]) = dom(i(p)(a)).
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Therefore the previously centred equation may be reformulated as the
claim that

⟨i(p)(aλ)ξ, ξ⟩ ↗ ⟨i(p)(a)ξ, ξ⟩ for all ξ ∈ C.

This means that ⟨i(p)(a)ξ, ξ⟩ = ⟨gξ, ξ⟩ for all ξ ∈ C. But by the polarisation
identity, this in turn ensures that ⟨i(p)(a)ξ, ζ⟩ = ⟨gξ, ζ⟩ for all ξ, ζ ∈ C,
and hence that i(p)(a)ξ = gξ for all ξ ∈ C. We therefore we have two τ -
measurable operators agreeing on a dense subspace of H. By Proposition
2.51 this suffices to ensure that i(p)(a) = g . □

Remark 7.50. With the technicalities regarding the map i(p) now
taken care of, we will for a given f ∈ mφ in the rest of these notes simply
write h1/2pfh1/2p for i(p)(f) where convenient.

Proposition 7.51. Given p ∈ [1,∞), let

sφ = span{i(p)(e) : e ∈ P(M), φ(e) < ∞}.

The positive cone i(p)(s+
φ ) is dense in Lp+(M).

Proof. We shall prove that the closure of i(p)(s+
φ ) contains i(p)(pφ).

The claim will then follow from Theorem 7.45. So let a ∈ pφ be given.
With eλ denoting the spectral resolution of a, we of course have that a =∫ ∥a∥

0 λ deλ. We may now select a sequence (gn) of Riemann sums increasing
to a. These Riemann sums are of course of the form an = ∑Nn

kn=1 γkne(kn)
where the e(kn)’s are mutually orthogonal spectral projections of a, and
the γkn ’s non-negative reals. Next observe that for each ϵ > 0, we have
that φ(χ(ϵ,∞)(a)) ≤ ϵ−1φ(a) < ∞. Using this fact we now replace each
gn with an = gnχ(n−1,∞)(a). The result is a positive “simple function”
for which all the projections now have finite weight. Since gn ↗ a and
χ(n−1,∞)(a) ↗ 1, we may use the Borel functional calculus to conclude
that an ↗ a. We will show that i(p)(an) converges to i(p)(a). The case
p = 1 is somewhat simpler to describe. We therefore first deal with this
case, before showing how that argument may be modified to prove the
general case.

Consider the case p = 1, and let b ∈ M+ be given. It then follows from
Proposition 2.63 that b1/2i(p)(an)b1/2 ↗ b1/2i(p)(a)b1/2. We may therefore
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use part (iii) of Proposition 4.12 to conclude that

tr(bi(p)(an)) = tr(b1/2i(p)(an)b1/2)
= mb1/2i(p)(an)b1/2(1)
↗ mb1/2i(p)(a)b1/2(1)

= tr(b1/2i(p)(a)b1/2)
= tr(bi(p)(a)).

Since each b ∈ M is a linear combination of four positive elements, it
follows that tr(bi(p)(an)) → tr(bi(p)(a)) for each b ∈ M. Therefore i(p)(a)
is in the weak closure of i(p)(s+

φ ), which by convexity must agree with the
norm closure.

Now suppose that 1 < p < ∞, and let 1 < q < ∞ be given with
1 = p−1 + q−1. Given b ∈ pφ it will in this case follow that

j(2q)(b1/2)i(p)(an)j(2q)(b1/2) ↗ j(2q)(b1/2)i(p)(a)j(2q)(b1/2).

As before we may then use part (iii) of Proposition 4.12 to conclude that

tr(i(q)(b)i(p)(an)) = tr(j(2q)(b1/2)i(p)(an)j(2q)(b1/2)∗)
= mj(2q)(b1/2)i(p)(an)j(2q)(b1/2)∗(1)
↗ mj(2q)(b1/2)i(p)(a)j(2q)(b1/2)∗(1)

= tr(j(2q)(b1/2)i(p)(a)j(2q)(b1/2)∗)
= tr(i(q)(b)i(p)(a)).

Again as before we use the fact b ∈ mφ is a linear combination of four
positive elements of mφ, to see that tr(i(q)(b)i(p)(an)) → tr(i(q)(b)i(p)(a))
for each b ∈ mφ. For a general f ∈ Lq(M), let ϵ > 0 be given, and select
b ∈ mφ so that ∥f − i(q)(b)∥q ≤ ϵ. Notice that the fact that 0 ≤ i(p)(an) ≤
i(p)(a), ensures that ∥i(p)(an)∥p = mi(p)(an)(1) ≤ mi(p)(a)(1) = ∥i(p)(a)∥p.
It therefore follows that

|tr(f(i(p)(a) − i(p)(an)))|
≤ |tr((f − i(q)(b))(i(p)(a) − i(p)(an)))| + |tr(i(q)(b)(i(p)(a) − i(p)(an)))|
≤ 2ϵ∥i(p)(a)∥p + |tr(i(q)(b)(i(p)(a) − i(p)(an)))|.
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By the first part of the proof there must then exist N ∈ N so that
|tr(f(i(p)(a) − i(p)(an)))| ≤ ϵ(2∥i(p)(a)∥p + 1) for all n ≥ N. Thus by defi-
nition

lim
n→∞

|tr(f(i(p)(a) − i(p)(an)))| = 0.

So as in the former case, we have that i(p)(a) is in the weak closure of
i(p)(s+

φ ), and hence by convexity in the norm closure. □

In the case where φ is a state rather than a weight, one is able to
obtain a much stronger result with significantly less difficulty. We close
this section with a consideration of this case.

Proposition 7.52. Let φ be a faithful normal state on M. For any
p ∈ (0,∞), h1/p ∈ Lp(M) where h = dφ̃

dτ . In addition for any p ∈ (0,∞)
and c ∈ [0, 1], span(hc/pP(M)h(1−c)/p) is dense in Lp(M).

We note that it is precisely the fact that in this case h is τ -measurable,
that renders this case significantly simpler to deal with.

Proof. Notice that the first claim is a direct consequence of Theorem
6.72. We shall prove the second claim in several stages, the first of which
is the claim that for any p ∈ [1,∞), h1/pM is norm-dense in Lp(M, τ).
It is a simple matter to check that h1/pM ⊆ Lp(M). Now let q ≥ 1 be
given with 1 = p−1 + q−1, and let g ∈ Lq(M) be given with tr(gh1/pa) =
0 for all a ∈ M. It is easy to check that gh1/p ∈ L1(M), and hence
the duality theory developed earlier shows that we must then have that
gh1/p = 0. But h is a positive non-singular element of M̃, which ensures
that ran(h1/p) is a dense subspace of the underlying Hilbert space. The
two τ -measurable operators g and 0 agree on this dense subspace, and
so by the uniqueness of the τ -measurable extension (Proposition 2.51),
we must have that g = 0. By the theory of Lp-duality developed earlier,
this means that h1/pM is weakly dense in Lp(M). But since h1/pM is
convex, the norm closure must agree with the weak closure, proving the
claim in this case. Now suppose that p ∈ [1

2 , 1). It is a simple matter
to use Hölder’s inequality to see that for any a ∈ M, the embedding
L2p(M) → Lp(M) : f 7→ h1/2pfa is well-defined and continuous. It
therefore follows from the former case that h1/pM = h1/2p(h1/2pM)M
is dense in h1/2pL2p(M)M, and hence that h1/pM ⊇ h1/2pL2p(M)M ⊇
h1/2p(Mh1/2p)M. We may now once again use the Hölder inequality to
see that the bi-linear map L2p(M) × L2p(M) → Lp(M) : (f, g) 7→ fg
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is well-defined and continuous, from which it then follows that h1/pM ⊇
(h1/2pM)(h1/2pM) ⊇ L2p(M).L2p(M) = Lp(M). Given that h1/pM ⊆
Lp(M), this clearly suffices to prove the claim.

To prove the claim for p ∈ (0, 1), one simply iterates the above proce-
dure.

Since the process of taking adjoints is continuous with respect to the
Lp-topology, it now trivially follows that for each p ∈ (0,∞), Mh1/p =
(h1/pM)∗ is dense in Lp(M).

Next let c ∈ (0, 1) be given. As before we may use Hölder’s inequality
to see that the bi-linear map

Lp/c(M) × Lp/(1−c)(M) → Lp(M) : (f, g) 7→ fg

is well-defined and continuous. Using this fact, the respective density of
hc/pM and Mh(1−c)/p in Lp/c(M) and Lp/(1−c)(M), ensures that
hc/pMh(1−c)/p = (hc/pM)(Mh(1−c)/p) is dense in Lp/c(M).Lp/(1−c)(M) =
Lp(M).

We have therefore proven that for each p ∈ (0,∞) and each c ∈ [0, 1],
hc/pMh(1−c)/p is dense in Lp(M). To conclude the proof, we need to show
that hc/pMh(1−c)/p is contained in the closure of span(hc/pP(M)h(1−c)/p).
For this, it suffices to consider some a ∈ M+, and show that hc/pah(1−c)/p

is in this closure. Given a ∈ M+, we may argue as in the proof of the
previous proposition, to select a sequence (an) ⊆ span(P(M)) of (non-
commutative) Riemann-sums converging to a in the L∞-norm. Hölder’s
inequality once again informs us that the embedding M → Lp(M) : b 7→
hc/pbh(1−c)/p is well-defined and continuous. Hence, (hc/panh(1−c)/p) must
converge to hc/pah(1−c)/p in the Lp-topology. □

7.5 L2(M) and the standard form of a von Neumann algebra

Let M be a von Neumann algebra, and φ a faithful normal semifinite
weight on M. Our primary goal in this section is to prove that the theory
of Lp(M)-spaces is rich enough to allow for the realisation of a standard
form of M in the sense of Definition 6.18 within this framework.

Definition 7.53. For each p ∈ [1,∞], we define left λp and right ρp
actions of M on Lp(M), by the prescriptions

λp(a)f = af f ∈ Lp(M),

ρp(a)f = fa f ∈ Lp(M).
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Given a ∈ M, it follows from Proposition 7.24 that
∥λp(a)f∥p ≤ ∥a∥∞∥f∥p and ∥ρp(a)f∥p ≤ ∥a∥∞∥f∥p

for each f ∈ Lp(M), So each of λp(a) and ρp(a) continuously maps Lp(M)
into Lp(M).

Proposition 7.54. For each p ∈ [1,∞] the following holds:
(a) λp is faithful representation and ρp a faithful anti-representation

of M on the Banach space Lp(M).
(b) For all a ∈ M we have that Jpλp(a)Jp = ρp(a∗) and Jpρp(a)Jp =

λp(a∗), where Jp denotes the anti-linear isometric involution f 7→
f∗ on Lp(M).

(c) For any z in the centre of M, we have that λp(z) = ρp(z).

Proof. Part (a): Suppose that for some a ∈ M, we have that λp(a) =
0. Let 1 ≤ q be given so that 1 = p−1 + q−1. For any f ∈ Lp(M) and
any g ∈ Lq(M), we then have that tr(afg) = tr((λp(a)f)g) = 0. It is
not difficult to show that Lp(M).Lq(M) = L1(M). Hence by duality we
must then have that a = 0. To see the multiplicativity, notice that for
any a, b ∈ M and f ∈ Lp(M) we have that λp(ab)f = abf = aλp(b)(f) =
(λp(a)◦λp(b))(f). We leave the proof of the linearity of the map a 7→ λp(a)
as an exercise. To see that this map is continuous, observe that it follows
from the discussion preceding this proposition that ∥λp(a)∥ ≤ ∥a∥∞. The
proof that a 7→ ρp(a) is an anti-representation runs along similar lines.

Part (b): For all a ∈ M and f ∈ Lp(M) we have that Jpλp(a)Jp(f) =
(af∗)∗ = fa∗ = ρp(a∗)(f) and that Jpρp(a)Jp(f) = (f∗a)∗ = a∗f =
λp(a∗)(f).

Part (c): It follows from Theorem 6.62 that z is in the centre of
M, and hence (by the density of M in M̃), in the centre of M̃. Having
noted this, it is now trivial to see that for any f ∈ Lp(M), we have
λp(z)f = zf = fz = ρp(z)(f). □

Theorem 7.55. Let p ∈ [1,∞]. For any subset S ⊆ B(Lp(M)), we will
write S ′ for the set of all bounded linear operators on Lp(M) commuting
with all the elements of S. We have that λp(M) = ρp(M)′ and ρp(M) =
λp(M)′.

Proof. For all a, b ∈ M and f ∈ Lp(M), we have that λp(a)(ρp(b)(f))
= afb = ρp(b)(λp(a)(f). Hence λp(M) ⊆ ρp(M)′ and ρp(M) ⊆ λp(M)′.
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We show that λp(M)′ ⊆ ρp(M). The inclusion ρp(M)′ ⊆ λp(M) follows
by a similar argument. This will then suffice to prove the theorem.

Case 1 (p = ∞): Let T ∈ λ∞(M)′ be given. For any f ∈ L∞(M) we
then have that T (f) = T (f1) = T (λ∞(f)(1)) = λ∞(f)(T (1)) = fT (1) =
ρ∞(T (1))(f). Clearly T = ρ∞(T (1)) ∈ ρ∞(M), which proves the claim in
this case.

Case 2 (p = 1): Let T ∈ λ1(M)′ be given. Let S = T ⋆ ∈ B(L∞(M))
be the Banach adjoint of T. So by tr-duality we then have that tr(T (f)a) =
tr(fS(a)) for every f ∈ L1(M) and a ∈ L∞(M). For any a, b ∈ L∞(M)
and f ∈ L1(M) we have that tr(S(ab)f) = tr(abT (f)) = tr(aλ1(b)(T (f)))
= tr(aT (λ1(b)(f))) = tr(aT (bf)) = tr(S(a)bf). It therefore follows that
S(ab) = S(a)b for all a, b ∈ L∞(M). This equality may be reformulated
as the claim that S ◦ ρ∞(b) = ρ∞(b) ◦ S. It therefore follows from case 1
that S = λ∞(x) for some x ∈ L∞(M). But for every a ∈ L∞(M) and
f ∈ L1(M), we then have that tr(T (f)a) = tr(fS(a)) = tr(fλ∞(x)(a)) =
tr(fxa) = tr(ρ1(x)(f)a). This ensures that T = ρ1(x).

Case 3 (1 < p < ∞): Let T ∈ λp(M)′ be given, and select q > 1
so that 1 = p−1 + q−1. Our strategy will be to reduce the problem to the
setting of case 2. To achieve this objective, we formally define a linear map
S : L1(M) → L1(M) by the prescription S(∑n

k=1 bkak) = ∑n
k=1 bkT (ak)

for all n-tuples a1, a2, . . . , an ∈ Lp(M) and b1, b2, . . . , bn ∈ Lq(M).
We first establish the well-definiteness of S. Assume a1, a2, . . . , an ∈

Lp(M) and b1, b2, . . . , bn ∈ Lq(M) are given with ∑n
k=1 bkak = 0. Con-

sider the term a = (∑n
k=1 a

∗
kak)1/2. Since a∗

mam ≤ a2 for each 1 ≤ m ≤
n, it then follows from Proposition 2.65 that there exist contractions
c1, c2, . . . , cn ∈ M+ supported on s(a), such that acma = a∗

mam for each
1 ≤ m ≤ n. Since a(∑n

k=1 ck)a = a2, we must have that ∑n
k=1 ck = s(a).

Now observe that |c1/2
m a| = |am| for each 1 ≤ m ≤ n. We may there-

fore select partial isometries uk (1 ≤ k ≤ n) so that for vk = ukc
1/2
k

(1 ≤ k ≤ n), we have that vka = ak (1 ≤ k ≤ n), and ∑n
k=1 |vk|2 = s(a).

Now consider the term ∑n
k=1 bkvk. By construction we then have that

sr(
∑n
k=1 bkvk) ≤ sr(

∑n
k=1 vk) ≤ s(∑n

k=1 |vk|2) = s(a). But we also have
that (∑n

k=1 bkvk)a = ∑n
k=1 bkak = 0. Together these two facts ensure that
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k=1 bkvk = 0. It therefore follows that

n∑
k=1

bkT (ak) =
n∑
k=1

bkT (vka)

=
n∑
k=1

bkT (λp(vk)a)

=
n∑
k=1

bkλp(vk)(T (a))

= (
n∑
k=1

bkvk)T (a)

= 0
as required.

The linearity of S is clear. Hence we next show that S is in fact
bounded. Let 0 ̸= c ∈ L1(M) be given, with c = u|c| being the polar form
of c. We then set a = u|c|1/p and b = |c|1/q. It is clear that ab = c. However
we also have that ∥a∥p∥b∥q = tr(|a|p)1/ptr(|b|q)1/q = tr(|c|)1/ptr(|c|)1/q =
tr(|c|) = ∥c∥1. We may therefore use Hölder’s inequality to conclude that
∥S(c)∥1 = ∥bT (a)∥1 ≤ ∥b∥q∥T (a)∥p ≤ ∥T∥∥b∥q∥a∥p = ∥T∥.∥c∥1.

With the existence of S verified, we now use S to prove that T ∈
ρp(M). First note that for any f ∈ M, a ∈ Lp(M) and b ∈ Lq(M), it
follows from the definition of S that S(fba) = fbT (a) = fS(ba). This
translates to the claim that S ◦λ1(f) = λ1(f) ◦S for each f ∈ L∞(M). It
therefore follows from case 2, that S = ρ1(x) for some x ∈ L∞(M). But
for all a ∈ Lp(M) and b ∈ Lq(M), we then have that

tr(bT (a)) = tr(S(ba)) = tr((ba)x) = tr(b(ax)) = tr(bρp(x)(a)),
and hence that T (a) = ρp(x) for all a ∈ Lp(M). □

Our primary interest is in the case p = 2. So for this case we shall
respectively simply write λ, ρ and J , for λ2, ρ2 and J2.

Theorem 7.56.(a) λ is a faithful normal *-representation, and ρ a faith-
ful normal *-anti-representation of M on the Hilbert space Lp(M).

(b) The von Neumann algebras λ(M) and ρ(M) are commutants of
each other, with ρ(M) = Jλ(M)J.

(c) The quadruple (λ(M), L2(M), J, L2
+(M)) is a standard form of

M in the sense of Definition 6.18.
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Proof. Part (a): Due to the similarity of the proofs, we will prove
only one of the claims. We know from Proposition 7.54 that λ(M) is
a representation of M. We just need to check that it preserves adjoints
and that it is normal. For any a ∈ M and f, g ∈ L2(M), we have that

⟨λ(a)f, g⟩ = ⟨af, g⟩ = tr(g∗af) = tr((a∗g)∗f) = ⟨f, a∗g⟩ = ⟨f, λ(a∗)g⟩.
Hence λ(a∗) = λ(a)∗. Now suppose that (aα) ⊆ M+ increases to a ∈ M+.
For any f ∈ L2(M), (f∗aαf) will then increase to f∗af by Proposition
2.63. But for any f ∈ L2(M), we will then have that

sup
α

⟨λ(aα)f, f⟩ = sup
α

tr(f∗aαf) = sup
α

mf∗aαf (1) = mf∗af (1)

= tr(f∗af) = ⟨λ(a)f, f⟩.

In other words supα λ(aα) = λ(a)
Part (b): To see that these claims hold, notice that on combining

part (b) of Proposition 7.54 and Theorem 7.55, we have that Jλ(M)J =
ρ(M) = λ(M)′ and Jρ(M)J = λ(M) = ρ(M)′.

Part (c): The fact that L2
+(M) is a self-dual cone, follows from the

final claim of Theorem 7.38. It therefore remains to show that the last
three criteria mentioned in Definition 6.18, hold when this cone is used.
We investigate these in turn.

• By Proposition 7.54, we have that Jλ(z)J = ρ(z∗) = λ(z∗) for
all z in the centre of M.

• For any f ∈ L2
+(M), we trivially have that Jf = f∗ = f.

• For any a ∈ M and f ∈ L2
+(M), we have by part (b) of Proposi-

tion 7.54, that λ(a)(Jλ(a)J)f = λ(a)(ρ(a∗)f) = afa∗ ∈ L2
+(M).

Thus the quadruple (λ(M), L2(M), J, L2
+(M)) is indeed a standard form

of M. □

The identification of L2
+(M) as a substitute for P♮, bears further

comment. In the case where φ is a faithful normal state with M in its
GNS-representation, P♮ may be defined as the closure of {∆1/4aΩ: a ∈
M} = {∆1/4a∆−1/4Ω: a ∈ M+}, where Ω is a cyclic and seperating vec-
tor representing φ. In this setting Mφ = M, with h = dφ̃

dτ an element
of L1(M) (see Corollary 6.71 and the definition of L1(M)). On passing
to the noncommutative Lp-picture, h1/2 proves to be a suitable substi-
tute for Ω, since it too is cyclic and separating. The cyclicity follows
from Theorem 7.45. To see that it is separating, let a ∈ M+ be given.
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Since then ⟨ah1/2, h1/2⟩ = tr(h1/2ah1/2) = ∥h1/2ah1/2∥1, it is clear that
⟨ah1/2, h1/2⟩ = 0 ⇒ h1/2ah1/2 = 0 ⇒ a = 0. (The last implication follows
from the injectivity of i(1).) On the other hand by Proposition 6.40 and
Theorem 6.62, h may be regarded as a substitute for ∆φ. So the formula

P♮ = {∆1/4aΩ: a ∈ M+} = {∆1/4a∆−1/4Ω: a ∈ M+}

translates to the formula P = h1/4M+h1/4 in the L2(M) picture, which
by Theorem 7.45 is exactly L2

+(M).





Epilogue: Suggestions for further reading
and study

The objective of these notes was to provide the reader with a fairly self-
contained introduction to the basic theory of noncommutative Lp-spaces,
rather than a complete survey of the theory underlying these spaces. As
such even at the level of introductory theory, there are some more advanced
topics that have not been presented in these notes. We mention a few of
these. Readers interested in advanced applications of the theory who
therefore wish to expand their knowledge and proficiency in the theory of
these spaces, are well advised to read the references mentioned hereafter.

At the level of semifinite von Neumann algebras there is a very re-
fined and burgeoning theory of noncommutative rearrangement invariant
Banach function spaces which in that context supersedes the theory of
noncommutative Orlicz spaces presented in these notes. See for example
the 2007 survey of Ben de Pagter [dP07] and the references therein for
more information on this topic.

As with the classical theory of rearrangement invariant Banach func-
tion spaces, the noncommutative theory is similarly deeply interwoven
with a matching theory of “noncommutative” real interpolation for the
pair (L∞(M, τ), L1(M, τ)) where M is a semifinite algebras. The seminal
paper of Dodds, Dodds and de Pagter [DDdP92] represents the starting
point of this theory.

At present the theory of noncommutative Banach function spaces as
well as the matching theory of real interpolation is only known to hold in
the semifinite setting. The only portion of this theory known to extend
to the type III setting is the theory of Orlicz spaces presented in these
notes. The development of a type III theory of Banach function spaces and
a concomitant theory of real interpolation, is therefore one of the great
challenges regarding the structural theory of noncommutative function
spaces still facing researchers in the field. On this issue, we hasten to
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point out that for type III algebras, a verbatim application of the real-
interpolative techniques that prove so successful in the semifinite setting,
are known to yield the “wrong” spaces [PX03]. So what is needed in
the type III setting is not a mere technical modification of the semifinite
proofs to ensure their validity in a more general context, but a different
truly type III mode of real interpolation.

In stark contrast to this state of affairs, the complex technique of
interpolation has been very successfully extended to the type III case.
It was Marianne Terp who in 1982 proved validity of this technique in
the setting of Connes-Hilsum Lp-spaces [Ter82], followed two years later
by Hideki Kosaki who in more modern language effectively showed that in
the setting of σ-finite algebras a “Haagerup-based” approach works equally
well [Kos84a].

Another topic worthy of investigation is the canonical extension of
linear maps from M to M ⋊α G to crossed products. For completely
bounded maps which commute with the group action, one gets a very
well-developed theory. A detailed account of this theory may be found
in section 4 of [HJX10]. On a similar note the theory of p-integrable
maps seeks to investigate those criteria which guarantee the canonical
extension of a positive map T : M → M to a map T (p) : Lp(M) →
Lp(M) in a manner which respects the complex interpolative theory of
these spaces. This theory was first investigated in the σ-finite setting by
Goldstein and Lindsay [GL95]. A more recent account of the general
theory may be found in section 5 of [HJX10]. This theory is especially
useful for the study of the action of Markov maps on Lp-spaces. See for
example [GL95, GL99], and for those fortunate enough to have it, the
unpublished preprint of Goldstein, Lindsay and Skalski [GLS]. Recently
Majewski and Labuschagne showed that when dealing with completely
Markov maps T satisfying the inequality φ ◦ T ≤ T on a von Neumann
algebra, the two extension techniques described above, may be combined
to yield a technique enabling one to extend such maps not just to Lp(M)
spaces, but also to a large class of regular Orlicz spaces [LM].

The final issue worth investigating is Haagerup’s reduction theorem.
This is an ingenious technique enabling one to “approximate” Lp(M)
spaces with Lp-spaces corresponding to finite von Neumann algebras
equipped with a faithful normal tracial state. With QD denoting the diadic
rationals, in for example the σ-finite case, the theorem shows that Lp(M)
may be realised as a canonical subspace of Lp(M ⋊ν QD), with the latter
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space up to a linear isometry appearing as the limit of an increasing se-
quence of Lp(Rn, τn) spaces. This theorem is especially useful in studying
noncommutative Hp spaces corresponding to σ-finite algebras. The appli-
cation of this theorem to this context was pioneered by Xu [Xu05] and was
then subsequently also successfully applied by both Ji [Ji12, Ji14] and
Labuschagne [Lab17]. Readers wishing to know more about the theory
of noncommutative Hp-spaces can start with reading the survey paper of
Blecher and Labuschagne [BL07]. This paper focuses exclusively on the
case of finite von Neumann algebras, but nevertheless gives a very tight
readable fairly comprehensive introduction to some of the main features
and techniques of the theory.

In closing we sound a word of warning: In spite of the success of
the reduction theorem, Lp-spaces corresponding to type III algebras are
quite different to those corresponding to semifinite algebras. This fact
follows from the isometric theory of noncommutative Lp-spaces. As early
as 1981 Yeadon published a result on linear isometries on Lp-spaces of
semifinite algebras [Yea81] which faithfully captured the essence of the
classical Banach-Lamperti theorem on isometries on Lp(X,σ, µ) spaces.
Then in 2005 Junge, Ruan and Sherman [JRS05] showed that in the case
of 2-isometries, Yeadon’s result carries over to the setting of Haagerup Lp-
spaces. That same year Sherman proved that even without the 2-isometric
restriction, Yeadon’s result holds in general in the case of surjectice isome-
tries [She05]. Whether or not this result holds for the non-surjective case,
is still open. The significance of this result for the present discussion is
that it shows that if for any two von Neumann algebras M1 and M2 we
can find some 1 ≤ p < ∞ (p ̸= 2) for which Lp(M1) and Lp(M2) are lin-
early isometric, that will force the existence of a bijective normal Jordan
*-morphism J : M1 → M2. Given a faithful normal semifinite trace τ2
on M2, we may now use the fact that J may be written as the sum of a *-
isomorphism and *-anti-isomorphism (see [BR87b, Proposition 3.2.2]) to
show that τ2 ◦J is a faithful normal semifinite trace on M1. But type III
von Neumann algebras do not admit a faithful normal semifinite traces!
So if M1 is a type III algebra and M2 semifinite, there is no 1 ≤ p < ∞
(p ̸= 2) for which Lp(M1) is linearly isometric to Lp(M2).
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[Năı72] M. A. Năımark. Normed algebras. Wolters-Noordhoff Publishing, Gronin-
gen, third edition, 1972. Translated from the second Russian edition by Leo
F. Boron, Wolters-Noordhoff Series of Monographs and Textbooks on Pure
and Applied Mathematics.

[Nel74] Edward Nelson. Notes on non-commutative integration. J. Functional Anal-
ysis, 15:103–116, 1974.

[NP06] Constantin P. Niculescu and Lars-Erik Persson. Convex functions and their
applications, volume 23 of CMS Books in Mathematics/Ouvrages de Mathé-
matiques de la SMC. Springer, New York, 2006. A contemporary approach.

[NR11] S. Neuwirth and E. Ricard. Transfer of Fourier multipliers into Schur mul-
tipliers and sumsets in a discrete group. Canad. J. Math., 63(5):1161–1187,
2011.

[Ped89] Gert K. Pedersen. Analysis now, volume 118 of Graduate Texts in Mathe-
matics. Springer-Verlag, New York, 1989.

[Ped18] Gert K. Pedersen. C∗-algebras and their automorphism groups. Pure and
Applied Mathematics (Amsterdam). Academic Press, London, 2018. Second
edition of [ MR0548006], Edited and with a preface by Søren Eilers and Dorte
Olesen.

[Pow67] Robert T. Powers. Representations of uniformly hyperfinite algebras and
their associated von Neumann rings. Ann. of Math. (2), 86:138–171, 1967.

[PS95] Giovanni Pistone and Carlo Sempi. An infinite-dimensional geometric struc-
ture on the space of all the probability measures equivalent to a given one.
Ann. Statist., 23(5):1543–1561, 1995.

[PT73] Gert K. Pedersen and Masamichi Takesaki. The Radon-Nikodym theorem
for von Neumann algebras. Acta Math., 130:53–87, 1973.

[PX03] Gilles Pisier and Quanhua Xu. Non-commutative Lp-spaces. In Handbook
of the geometry of Banach spaces, Vol. 2, pages 1459–1517. North-Holland,
Amsterdam, 2003.

[Rud74] Walter Rudin. Real and complex analysis. McGraw-Hill Book Co., New
York–Düsseldorf–Johannesburg, second edition, 1974. McGraw-Hill Series
in Higher Mathematics.

[Sak56] Shôichirô Sakai. A characterization of W ∗-algebras. Pacific J. Math., 6:763–
773, 1956.



Bibliography 295

[Sak71] Shôichirô Sakai. C∗-algebras and W ∗-algebras. Springer-Verlag, New York–
Heidelberg, 1971. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band
60.

[San59] S. Sankaran. The ∗-algebra of unbounded operators. J. London Math. Soc.,
34:337–344, 1959.

[Sch86] Lothar M. Schmitt. The Radon-Nikodým theorem for Lp-spaces of W ∗-
algebras. Publ. Res. Inst. Math. Sci., 22(6):1025–1034, 1986.

[Seg53] I. E. Segal. A non-commutative extension of abstract integration. Ann. of
Math. (2), 57:401–457, 1953.

[She05] David Sherman. Noncommutative Lp structure encodes exactly Jordan
structure. J. Funct. Anal., 221(1):150–166, 2005.

[Str81] Şerban Strătilă. Modular theory in operator algebras. Editura Academiei
Republicii Socialiste România, Bucharest; Abacus Press, Tunbridge Wells,
1981. Translated from the Romanian by the author.

[Str04] R. F. Streater. Quantum Orlicz spaces in information geometry. Open Syst.
Inf. Dyn., 11(4):359–375, 2004.

[STS02] A. I. Stolyarov, O. E. Tikhonov, and A. N. Sherstnev. Characterization of
normal traces on von Neumann algebras by inequalities for the modulus.
Mat. Zametki, 72(3):448–454, 2002.

[Sun87] V. S. Sunder. An invitation to von Neumann algebras. Universitext.
Springer-Verlag, New York, 1987.

[SW87] Stephen J. Summers and Reinhard Werner. Maximal violation of Bell’s
inequalities is generic in quantum field theory. Comm. Math. Phys.,
110(2):247–259, 1987.

[SW93] Anton Ströh and Graeme P. West. τ -compact operators affiliated to a semifi-
nite von Neumann algebra. Proc. Roy. Irish Acad. Sect. A, 93(1):73–86,
1993.

[SW99] H. H. Schaefer and M. P. Wolff. Topological vector spaces, volume 3 of Gradu-
ate Texts in Mathematics. Springer-Verlag, New York, second edition, 1999.

[SZ79] Şerban Strătilă and László Zsidó. Lectures on von Neumann algebras. Edi-
tura Academiei, Bucharest; Abacus Press, Tunbridge Wells, 1979. Revision
of the 1975 original, Translated from the Romanian by Silviu Teleman.

[Tak70] M. Takesaki. Tomita’s theory of modular Hilbert algebras and its applica-
tions. Lecture Notes in Mathematics, Vol. 128. Springer-Verlag, Berlin-New
York, 1970.

[Tak02] M. Takesaki. Theory of operator algebras. I, volume 124 of Encyclopaedia
of Mathematical Sciences. Springer-Verlag, Berlin, 2002. Reprint of the first
(1979) edition, Operator Algebras and Non-commutative Geometry, 5.

[Tak03a] M. Takesaki. Theory of operator algebras. II, volume 125 of Encyclopaedia
of Mathematical Sciences. Springer-Verlag, Berlin, 2003. Operator Algebras
and Non-commutative Geometry, 6.

[Tak03b] M. Takesaki. Theory of operator algebras. III, volume 127 of Encyclopaedia
of Mathematical Sciences. Springer-Verlag, Berlin, 2003. Operator Algebras
and Non-commutative Geometry, 8.



296 Bibliography

[Tar13] Zs. Tarcsay. On form sums of positive operators. Acta Math. Hungar., 140(1–
2):187–201, 2013.

[Ter81] M. Terp. Lp spaces associated with von Neumann algebras. Rapport No 3a,
Københavns Universitet, Mathematisk Institut, 1981.

[Ter82] Marianne Terp. Interpolation spaces between a von Neumann algebra and
its predual. J. Operator Theory, 8(2):327–360, 1982.

[Ter17] Marianne Terp. Lp Fourier transformation on non-unimodular locally com-
pact groups. Adv. Oper. Theory, 2(4):547–583, 2017.

[Tom70] J. Tomiyama. Tensor products and projections of norm one in von Neumann
algebras. Lecture Notes, University of Copenhagen, 1970.

[Tru78] N. V. Trunov. Locally finite weights on von Neumann algebras (in Russian).
Dep. VINITI No. 101-79, Kazan. Gos. Univ., Kazan′, 1978. No. 101–79.

[Tru82] N. V. Trunov. On the theory of normal weights on von Neumann algebras
(in Russian). Izv. Vyssh. Uchebn. Zaved. Mat., (8):61–70, 1982.

[Tru85] N. V. Trunov. Locally finite weights on von Neumann algebras, and qua-
dratic forms (in Russian). In Constructive theory of functions and functional
analysis, No. V, pages 80–94. Kazan. Gos. Univ., Kazan′, 1985.

[Vae01] Stefaan Vaes. A Radon-Nikodym theorem for von Neumann algebras. J. Op-
erator Theory, 46(3, suppl.):477–489, 2001.

[vD78] A. van Daele. Continuous crossed products and type III von Neumann alge-
bras, volume 31 of London Mathematical Society Lecture Note Series. Cam-
bridge University Press, Cambridge-New York, 1978.

[Vil02] Cédric Villani. A review of mathematical topics in collisional kinetic theory.
In Handbook of mathematical fluid dynamics, Vol. I, pages 71–305. North-
Holland, Amsterdam, 2002.

[vN30] J. v. Neumann. Zur Algebra der Funktionaloperationen und Theorie der
normalen Operatoren. Math. Ann., 102(1):370–427, 1930.

[vN40] J. v. Neumann. On rings of operators. III. Ann. of Math. (2), 41:94–161,
1940.

[vN49] John von Neumann. On rings of operators. Reduction theory. Ann. of Math.
(2), 50:401–485, 1949.

[Wei09] Martin Weigt. Jordan homomorphisms between algebras of measurable op-
erators. Quaest. Math., 32(2):203–214, 2009.

[Xu05] Quanhua Xu. On the maximality of subdiagonal algebras. J. Operator The-
ory, 54(1):137–146, 2005.

[Xu07] Quanhua Xu. Operator spaces and noncommutative Lp. Online, 2007. Sum-
mer School on Banach spaces and Operator spaces, Nankia University.

[Yea73] F. J. Yeadon. Convergence of measurable operators. Proc. Cambridge Philos.
Soc., 74:257–268, 1973.

[Yea75] F. J. Yeadon. Non-commutative Lp-spaces. Math. Proc. Cambridge Philos.
Soc., 77:91–102, 1975.

[Yea81] F. J. Yeadon. Isometries of noncommutative Lp-spaces. Math. Proc. Cam-
bridge Philos. Soc., 90(1):41–50, 1981.

[Yea75] F. J. Yeadon. On a result of P. G. Dixon. J. London Math. Soc. (2), 9:610–
612, 1974/75.



Bibliography 297

[Yng05] Jakob Yngvason. The role of type III factors in quantum field theory. Rep.
Math. Phys., 55(1):135–147, 2005.

[Zeg90] Bogusław Zegarliński. Log-Sobolev inequalities for infinite one-dimensional
lattice systems. Comm. Math. Phys., 133(1):147–162, 1990.

[Zhu93] Ke He Zhu. An introduction to operator algebras. Studies in Advanced Math-
ematics. CRC Press, Boca Raton, FL, 1993.





Notation Index

Bb, 26
ω, 22

a≤̄b, 82
a−̄b, 77
a+̄b, 77
ā·b, 77
a ◦ b, 20
τ(a � b), 96
Ah, 20
a ·̂h ·̂ a∗, 102
aK , 31
A, B, 17
|a|, 21
aΦ, 161
A+, 20
A′, 27
αt, 202
a1 ⊗ a2, 32
α̂, 207

βLΨ , 249
β
LΨ , 249
B(H), 18
bΦ, 161

C0(X), C(X), 18

(Dψ1 : Dψ2)t, 197
∆, 190
∆t(f), 135

dφ
dτ , 101
df (s), 109
dom(x), 38

e0, e∞ (generalized positive
operator), 51

e0(τ), 59
e0(φ), 92
e∞(τ), 60
e∞(φ), 95
ηω, 22
E, 199

f.n.s., 60
F (M, τ), 65
F(f), 206
f+, f−, 148
fρ, 179
fΦ, 180
fΦ, 180

Ĝ, 206
gω, 98
G(x), 38

H := Σ⊕
i∈IHi, 32

h1 +̂h2, 102
Hω, 23

i(q), 272
I , 18
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j(q), 271
J , 190
J , 20
Jp, 279

K(M, τ), 65

λg, 203
λp(a), 278
Lρ(X,Σ, ν), 172
L1/((1/2)+it)(M), 259
Lcosh −1, 250
LS(M, τ), 65
L1∩∞(M, τ), 181
L1+∞(M, τ), 181
LΨ(M), 243
LΨ(M), 248
LΦ(M, τ), 162
Lp(M), 243
Lp(M, τ), 135
L (M̃), 135
S(M), 65
L2(G,H), 202

M, 27
ma, 48
M, 46
Mh, 46
M+, 46
M ⋊α G, 203
mf , 109
Me, 31
Me, 31
ηM, 46
M, 224
mW , 200
mτ , 57
mφ, 91
M̂+, 48

m, 128
m1 ≤ m2, 48
Mφ, 193
M0(X,Σ, ν), 171
Σ⊕
i∈IMi, 32

mψ, 229
Ma

σ, 194
M∗, 28
M1⊗M2, 32
M, 65
µH , 203
µR, 207
Mz, 31

nW , 200
nτ , 57
nφ, 91
N (ϵ, δ), 79
∥f∥AΨ, 247
∥ · ∥p, 243
∥ · ∥p, 135
∥f∥Φ, 164
∥f∥OΦ , 165
n(a), 25
Nω, 22
Nτ , 57
Nφ, 91

ωξ, 22
1, 18

pτ , 57
pφ, 91
Φ, Ψ, 161
Φ−1,Ψ−1, 162
Φ1 ∨ Φ2, 181
Φ1∩∞, 181
Φ1+∞, 181
Φ∗, Ψ∗, 161
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π, 19
πα, 202
πω, 23
(πφ, Hφ), 96
⊕, 32
P(M), 29
P♮, 195
p⊥, 23
p ≾ q, 32
p ≾ q, 32
P(B(H)), 23
∨pi, 25
∧pi, 25
ψ̃, 210
p ∼ q, 32

ρ′, 172
ρp(a), 278

sφ, 275
σφt , 191
σz(a), 193
sl(a), 25
S(M), 65
S(M, τ), 65
Sp(A), 19

sp(a), 20
s, 49
sr(a), 25
S(T,B), 89
suppω, 31
supp τ , 59
suppφ, 92

τ m, 100
T, 224
θt, 224
tr, 257
T , 55

U(M), 29

vs, 242
ṽs, 248

W , 200
WG, 209

[x], 39
x ≤ y, 47
(X,Σ, ν), 171

z(a), 31
Z(A), 27
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Subject Index

absolute value, 21
unbounded operators, 44

adjoint (of an operator), 40
affiliated operators, 46
Algebra

∗-, 17
C∗-, 18
Banach, 18

Amemiya norm, 247
analytic element for δ, 194
approximate identity

(right/left), 22

Banach function norm, 171
Banach function space, 171

Köthe dual, 172
rearrangement invariant, 172

Boolean algebra, 36
Borel functional calculus

bounded operators, 26
generalized positive operator,

52
unbounded operators, 43

bounded away from 0 (trace), 63
bounded Borel functions, 26
bounded operator, 39

central cover/support, 31
centralizer, 193
centre, 27
centre-valued trace, 55

circle group, 224
Clarkson-McCarthy inequalities

general, 262
semifinite, 158

cocycle derivative, 197
commutant, 27
Comparability theorem, 32
complete

Dedekind, 36
σ-, 36

conditional expectation with
respect to φ, 199

convergence in measure(topology
of), 78

crossed product, 203

decreasing rearrangement, 109
determining sequence, 66
direct sum (of von Neumann

algebras), 32
disjoint elements, 36
distribution function, 109
domain, 38
dominate, 32

strictly, 32
Dominated Convergence

Theorem, 150
dual action, 207
dual group, 206
dual weight, 210
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extended positive part, 48

factor, 27
Fatou’s lemma, 134
final projection, 23
form sum, form product, 102
Fourier transform, 206
full left-Hilbert algebra, 190
functional calculus

continuous, 21
Holomorphic, 21

fundamental function, 179
fundamental index

lower, 249
upper, 249

Gelfand transform, 19
Gelfand-Naimark theorem

abelian C∗-algebras, 19
general C∗-algebras, 19

generalised positive operator, 47
generalised singular value

function, 109
GNS construction, 23
graph, 38
group action, 202

Halving lemma, 34
Hausdorff-Young inequality, 162
hermitian, 20
Hölder inequality

general, 255
Noncommutative Orlicz space

(semifinite), 169
semifinite, 136

initial projection, 23
isometry, 23

partial, 23
isomorphic

spatial, 27
von Neumann algebra, 27

Jordan *-morphisms, 20
Jordan product, 20

Kaplansky density theorem, 30
Kaplansky’s parallelogram law,

33
kernel, 25
KMS-condition, 193

left support, 25
linear functional

faithful(positive), 22
positive, 22
real/hermitian, 22
completely additive, 28
completely additive on

projections, 28
normal, 28
tracial, 22

locally (Segal) measurable, 65
locally τ -measurable, 65
Lp space (general), 243
Lp space (semifinite), 135

matrix unit, 35
measure, 36

semifinite, 36
measure algebra, 36

localizable, 36
measure topology, 78
Minkowski inequality

semifinite, 142
Minkowski inequality:general,

255
modular, 114

convex, 114
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semi-, 114
modular automorphism group,

191
modular conjugation, 190
modular operator, 190
modular space, 114
modulus, 21
Monotone convergence theorem,

134

natural positive cone, 195
non-uniform topologies, 24
norm
F -norm, 113
Lp-norm (general), 243
Lp-norm (semifinite), 135
Luxemburg-Nakano (general),

243
Luxemburg-Nakano

(semifinite), 164
Orlicz, 165

normal, 20
null projection, 25
null space, 25
null projection (of τ), 59
null projection (of φ), 92

operator-valued weight, 200
faithful, 201
normal, 200
semifinite, 201

Orlicz function, 161
Orlicz space

noncommutative (general),
243

Köthe dual, 176
noncommutative (semifinite),

162

polar decomposition, 27
normal functionals, 31
unbounded operators, 44

positive, 20
positive quadratic form, 49

affiliated, 49
premeasurable, 67
projection
σ-finite, 31
abelian, 33
finite, 33
infinite, 33
minimal, 33
properly infinite, 33
purely infinite, 33

projection (orthogonal), 23

quasiconcave function, 179

Radon-Nikodym derivative
trace, 101

range projection, 25
representation, 19

faithful, 19
induced by φ, 96
non-degenerate, 19
semi-cyclic, 189

resolution of the identity, 25
right support, 25

σt-analytic, 193
entire-analytic, 193
second decreasing

rearrangement, 126
Segal measurable, 65
self-adjoint, 20
semifinite projection (of τ), 60
semifinite projection (of φ), 95
separating space, 89
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simple tensor, 32
Spectral decomposition, 25

unbounded operators, 43
spectral decomposition

generalized positive operator,
51

spectrum
commutative C∗-algebra, 18
of an element, 20

standard form, 196
Haagerup-Terp, 281

∗-homomorphisms, 18
state, 22
Stone representation, 37
Stone space, 37
strongly dense, 66
sufficient (family of traces), 61
support projection

state, 31
support projection (of τ), 59
support projection (of φ), 92

τ -compact, 65
τ -dense, 66
τ -finite, 65
τ -measurable, 65
τ -premeasurable, 67
tensor product (von Neumann),

32
topology
σ-strong, 24
σ-strong∗, 24
σ-weak, 24
norm, 24
strong (operator), 24
strong∗ (operator), 24
ultrastrong, 24
ultrastrong∗, 24

ultraweak, 24
uniform, 24
weak (operator), 24

trace, 56
faithful, 56
normal, 56
semifinite, 56

trace functional tr, 257

unbounded operator, 38
closable/preclosed, 39
closed, 39
closure, 39
densely defined, 39
extension, 38
inverse, 39
positive, 38
product/composition, 39
sum/difference, 38

uniformly convex Banach space,
158

unital, 18
unitary, 20

vector state, 22
von Neumann algebra, 27

abstract, 27
continuous, 34
discrete, 34
finite, 34
σ-finite, 31
induced, 31
infinite, 34
properly infinite, 34
purely infinite, 34
reduced, 31
semifinite, 34
type I, 34
type Iα, 34
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type I∞, 34
type II, 34
type II1, 34
type IIα, 34
type II∞, 34
type III, 34

von Neumann double
commutant theorem, 30

weight, 91
faithful, 92
finite, 91

normal, 92
orthogonally semifinite, 93
semifinite, 93
strictly semifinite, 93
strongly semifinite, 93

W ∗-algebra, 27

Young function, 161
conjugate, 161
equivalent, 167
right-continuous inverse, 162


