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Abstract. This paper presents some im portant earlier results o f the research 

concerning the properties o f the distribution of the quotient o f random  variables.
We present also our own ideas and results of the research concerning the mean 

and the variance of the distribution of the quotient of random quadratic forms.
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***

In this paper we present the most important results concerning the 
distribution and the parameters of the distribution of the quotient of 
random variables.

Our results concerning the power of the random quadratic forms are 
also outlined. The research aimed at fixing the form of the distribution of 
the quotient of random variables and what had been done so far was 
assessed as insuficient. M ost of the basic results were achieved in the 
middle of this century and the number of papers published in recent years 
is relatively small.

The main reason for this situation are difficulties which arise during 
estimating the density function (or distribution function) of a given distribution 
or its basic parameters (mainly mean and variance). Formulated theorems 
require assumptions concerning random variables in the num erator and 
the denominator (about the form of the distributions or independence of 
variables). ^

Let us consider random  variable Z  =  —; where X ,  Y  are random
Л

variables and X  Ф 0. It is well known that the density function of variable 
Z  is of the form:

* University of Łódź, Chair of Statistical Methods.



9 (z) =  J f ( x ,  zx)/x/dx  (I)
—  00

where / (x , zx)  is the density function of bivariate random variable (X , Y)  
for X  = X  and Y = Z X .

If random variables X  and Y  — Z X  are independent then:

9 (z )=  í  \ x \ f i ( x ) f 2(xz)dx  ( ľ )
—  00

where / {(х) and f 2(xz) are the density functions of X  and Y, respectively.

Assume that random variables X  and Y  are independent and both have 

normal distributions with mean equal 0 and variance equal 1.

Because the distribution is symmetric the density function has the from:
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g(z) =  2 J xf(x ,  xz)dx =  — — -  J xexp  \dz =
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(2)
П axay a 2 +  a \ z 2 П +  ^

and the distribution function of the quotient has the following form: 

F W - i + i a r c t g ^  (3)

Then, the distribution o f the quotient of random  variables when the 

variables have the standardized normal distributions is the Cauchy distribution 

and has no moment of any degree.

In 1930 G e a r y  introduced formulas for two independent random
X

variables with normal distributions. Let be the quotient of two

independent random variables i.e. X ~ N ( n 1, f f l) and У~  N(n2, a 2) and 

random variable Y  in the denominator is positive. Then the density function 

of random variable W  is of the form:

m  =  - Ľ  + W * J 2 exp { — \  (4)
V m W + o l w 2) 3'2 * 1  2

M . G r e e n  (1965), allowing the same assumptions (see G e a r y  1930) 

about normality and independence of the variables from the num erator and



the denominator and additionally assuming that the coefficient of variability
of variable Y  is not too large (in practice not greater then 1/3, has found

/ X \  ( X
estimates of the mean J5JÍ — J and the variance D2

\ r  1 , T / 2  , T T /4 - 1

Е [ у ) * ц 2[1 + У 2 + Щ ]  (5)

D2( XV)  « °}2[1 + 3 F /  +  15V2] +  (*  V 2[l + 8V 2] (6)
YJ  НГ 2J Pi

a 2
where V2 = — is the coefficient of variability of random variable Y.

P-2

M. Green showed further that formulas (5) and (6) are approximations

for -  <  V2 <  -  and exact values for V2 < ~ .

The above results have been obtained with the assumption of independence 
o f random variables X  and Y.

R. C. Feller (see F i e l l e r  1993) has found formulas for the distribution 
function and the density function of the quotient of random variables with 
bivariate binormal distributions without the assumption of independence of 
variables from the nominator and the denominator.

The probability P ( W ^  w) has the form:

+ 00+00+00+00 I С 1 1

р ( и , > “ ) = !  ! А].5й7Г7 -* Ь -п ? - (х,- ^ л+
+ y l ) \ d x ldyl (7)

where

h = *
a r

(a2 — 2rwoxay -(- w2ct2) 112

ra — wa
P ~  , 2— л— ---------- j 2 \ТУ? > where r is the correlation coefficient,

(ffy — 2 rwaxay +  w^tr,)1'2

x
X .  =  —

y — wx
У i =

(«г2 — 2rwax(Ty + w 2<t 2)112 '

Special tables with values of the function (7) were compiled by Feller.



In further papers some generalizations of the above results can be 

found. J . Kotlarski considers more general case of the quotient of two 

random variables of the form (see K o t l a r s k i  1960):

(8)

where X u  X 2 are independent random variables with the gamma distributions; 

9 i .  Q2e R - { ° } -

J. Kotlarski shows that for all pairs (qu  q2) i.e. the param eters of the 

distributions o f X x and X 2, there exist independent positive random  

variables and Y2 with distribution essentially different from X \ i ,  Х\г ,
Y

such that the quotient —г has the same distribution as y.
2

The next generalizations were found by G. M arsaglia (see M a r s a g 1 i a 

1965). He considers the quotient of random variables:

(9)
b + Y  K '

where X ,  Y  are independent random variables X  ~  N(0, 1), Y ~ N (0, 1), 

a, b are nonnegative constans.

He shows further that the distribution function F(t) of random  variable 

W  of the form:

а д = р[ £ Н  <io>

can be expressed by the bivariate normal distribution or by means of the 

Nicholson function:

. Г а  — bí , t 1  r Г — a +  bt , t

(,) Ш ? '  ~  ■ Т Т Т Н  L t t t ? '  • 7 ^

lb,-a)/ST? ь (  b t - a  t
F(t) = j (p(x)dx + ]p(x)dx + 2L[ -----  , b, - = =

0 0 W l + i  VI  +  1

I 1 i -лт/ a b + a t \

= ž+n ' +2l\777? • 7Г+?) “ mb’ a)

where L(/j, k, <p) = P(£ > h, tj > k) and £ are normal standardized variables 

with covariance p, V  is the Nicholson function of the form:
h qx/h

V(h, g) — J J q(x)q(y)dydx,  where ę  is the density function of the 
о о

standarized normal distribution.



For large b the second and the third component of (12) may be replaced 

by 0.5 and 0, hence

а л- X  1 («-«олД+Р <dt-e)/,/r+?

~ b + Y <  J S  +   ̂ <P(x)dx = j  cp(x)dx (14)

This formula is a very good approximation for estimating values of the 

distribution function F(t). The density function of variable (9) is of the form:

F m = n <15>

where

b + aw
q

V 1 + w

The density function (15) is unimodal or bimodal depending on the 

values of a and b. If a >  2,257 then the density is bimodal, but one 

maximum is insiqnificant.

In the same paper G. M arsaglia shows the formula for the distribution 

function of the quotient of the sum of independent random variables with 

the uniform distribution on interval <0, 1):

P [~“ i + .» » + - • + » .  <  l  j V a W - . h  m

Lvi +  v2 +  — +  vm J  L s / a 2m  + n J

where (p is the distribution function of the normal distribution with mean 

0,5(n +  /na) and variance (a2m +  n)1/2.

A pproxim ate form ulas for the case where E (X)  and D 2(X)  are 

known can be found in the literature of the field. In particular when

Z  =  ~ , we have:
Л

K * K  (i7>

D2(i)v* (18>
where: и = E(X) ^  0 and ctz — D2(X).

The approximate formulas cannot be used in some cases, for example, 

when random variable X  has the normal distribution ( /(x )  is the den-

sity-function of the variable X )  the mean e ( ~  j does not exist.



The authors (see P i e t e  o l d et al. 1974) suggest assuming in this 

case, that the variable under consideration has the truncated normal 

distribution. In this paper the authors show the approximate formulas

to calculate the mean and the variance of random  variables — with
X

truncated normal distribution. With the use o f published tables the value 

o f parameters can be obtained. The authors suggest assuming the so 

called critical truncation level

=  ) - 1  (for ц >  2) (19)

because, in practice, there are no situations where we have no clear 

conditions at what level to fix the truncation.

If Ц <  2, then the truncation level must be choosen only on the grounds 

o f the essential conditions.

J. R. M a g n u s  (1986) presents im portant results concerning the integral 

representation of the moment generation function and s-th m oment of 

quadratic forms and the ratio of these forms (see M i l o  and P a r y s  1989).

Let x  be а  и x 1 vector with the normal distribution with mean ц  and 

positively defined covariance matrix Q =  L Ľ .  Let A  be a n x n  symetrie 

matrix. Then:

E(x 'A x y  = £  y,(v) П  { tr(ĽAĽ)J + j y ! Ľ ~ 1( Ľ A Ľ ) JL~ 'u}n] (20)
j= i

where the summing is over all 1 x s vectors v = (nu ..., n,) with coordinates 

fulfilling the conditions:

£  jnj  =  S  and y, =  s ß ' f l K . W ' ] -1 (21)
i  j= i

Let and W2 be random variables and P(Ww > 0) =  1. Assume that 

the joint moment generation function exist for Wt and W2 and has the form:

0 ( 0 1, © 2) =  ^ [ e x p i© ! ^  +  ® 2W2)} (22)

for all I©!I < e and &2 < e, в > 0.

Then (see M a r s  a g l i a  1965) for seiV  the following relation holds:

-°Ца <23)
Magnus (see M a g n u s  1986) has proved the folloving theorema.



Assume that x  a n x 1 vector with the normal distribution with mean 

H and positively defined covariance matrix П =  LĽ.

Let A  be a n x n symetrie quadratic matrix and B — n x n  quadratic 

matrix half positively defined. Assume that P is a n x n quadratic orthogonal 

matrix such that:

P'L'BLP =  D

where P'P =  J„ and D is a n x n quadratic diagonal matrix.

Define A* = P'L'ALP, fi* = P 'L~in  and A =  (In + 2tD)~112, R  = A A* A, 

£ = A/i* where ę is a nx  vector.

Then:

\_x'Bx
T 7 (v ) J r  1|A|exp(

(s ~  l )! i

(24)

П  ( t r #  +  X ' R JO njdt

where the summing is over all 1 x s vectors v =  (n1(..., n3) with coordinates

fulfilling the conditions (21)

and

d =  e x p ^ - ^ / / i r v j -

These results allowed us to formulate some conclusions concerning the 

moments of random quadratic forms, their ratios and modifications. From 

(20) we have:

E(x'Ax)  =  tr Ľ  A L  + ц'Ац

E(x 'Ax)2 = ( t r Ľ A Ľ ) 2 + 2 t r (ĽAĽ )2 (25)

D \ x ’Ax)  = 2tr(L 'AL)2 +  4 ц'A L L  Aß

I t’s easy to verify that for ц = 0 above conclusions have simply from: 

E(x'Ax)  =  tr Ľ A L

E(x 'Ax)2 = I r (ĽAĽ )2 +  2tr ( Ľ  A L ) 2 (26)

D \ x ' A x )  = 2tr ( Ľ A Ľ ) 2

In the case ц =  0 we have obtained some results concerning independence

of random quadratic forms.

It is well known that in the case of the independence of random

Y /  y \  E( Y)
variables — and X  the equality E[ — ) = is true.

A \ X J  E(X)



x  1 A.x
Then from (25) and from the independence of -  and x 'Bx  we have

x Bx

_ f x ' A x \  it  L 'AL  

(x 'B x /  XxL'BL (27)

(x'Ax)2 

(x1 A x ) 2 + x 'Bx
If  у-г л л~2Г:~_~>п anc* (x '/lx )2 +  x'Bx  are independent then

J  ix 'Ax)2 \  (tr L 'AL)2 +  2tr (L'AL)2 

у(х'Лх)2 +  x'Bx J  (tr L 'AL)2 -I- 2tr (L'AL)2 +  tr L'BL

From (24) for s =  1 we have obtained the following results:

* [ £ ]  =  á j t |A |e x p ^ '^ ( t r Ä  +  t 'ROdt.  (29)

The properties of the variance imply the following formulas:

D2[xlx]=34 |A|eXP( H (tri? + ™ (tri?2 + 2̂ 2̂ - ( £
x 'Ax

x 'Bx

(30)

We intend to continue our studies in the field of the quotient o f random 
quadratic forms. In particular we will use them to find some properties of 
the distribution and parameters of different types of quotient (28) concerning 
the problem of regularizing estimator (see Mi l o ,  P a r y s  1989).
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ROZKŁAD I PARAM ETRY ROZKŁADU ILORAZU ZM IENNYCH LOSOWYCH

W pracy tej prezentujemy wcześniejsze rezultaty badań dotyczących własności rozkładów 
ilorazów zmiennych losowych.

Ponadto prezentujemy własne wyniki badań dotyczące momentów rozkładów ilorazów 
losowych form kwadratowych.


