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Abstract

In the paper properties of a predictor of the form of synthetic ratio estimator of domain
total, known from randomisation approach, are considered. The proof of its £-unbiasedness
for simple regression superpopulation model in strata is shown. For the model BLU predictor
is also presented. Equations of prediction variances of both predictors are derived. For considered
predictors the problem of model misspecification is considered and equations of prediction
mean square errors arc derived. The comparison of accuracy is supported by simulation study.
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I. INTRODUCTION

Let population (2 of size N be divided into C strata denoted by Qc
each of size Nc (where ¢ = 1,...,C) and D domains Qd each of size Nd
(where d = 1 One domain can be a part of more than one stratum.
Sets i2cni2d will be denoted by Qa and their sizes by Ncd From each
strata sample sc of size ncis drawn. Let sets scr\Qd be denoted by sad and

c c

their sizes by ncd Let us introduce additional symbols: sc=s, £ nc=n,
c=1 c-1

ATC Rc S Nrc= Nc¢ fic, £2ri S4, N rd N d In», ~red = “cd $ed>
Nred= Na—ncd Let us stress that subscript d* will denote domain of interest,

which total value 7> = £ VY. is estimated.
I£flj*



U. SIMPLE REGRESSION SUPERPOPULATION MODEL IN STRATA

Let us consider simple regression superpopulation model in strata with
assumption:

d)
where

Hd Yd) —Rcxg, Efed) —O0

Let us add that Rc is unknown and xt,...,xN are known. What is more,
for considered superpopulation model and for other superpopulation models
assumed for strata, which will be discussed in following parts of the paper,
it is assumed that random variables Yu ..., YN arc independent and:

= Di(Yd) = = (JRv{xc) (2)

where v(.) denotes values of known function of auxiliary variable.
Let us introduce predictor of domain total value of the form of ratio
synthetic estimator known from randomization approach. For considered

stratified random sampling it is as follows (e.g. Bracha, 1994; Bracha, 1996;
Getka-Wilczynska, 2000; Wywiat, Zadto, 2003):

3
where

qc * »Cic |

Let us notice that for assumed superpopulation model:

- Td)= Y X E(Y_)-Y Y EAY) =

It was proved that predictor of the form of synthetic ratio estimator is
A-unbiased for simple regression superpopulation model assumed for strata.



Whal should he stressed is that predictor of the form of synthetic ratio
estimator (3) docs not have minimal prediction variance among all linear
«"-unbiased prcdictors for simple regression supcrpopulation model assumed
for strata. From Royall’s theorem (1976) it is known that BLU predictor
for the considered supcrpopulation model with assumptions (1) and (2) is
as follows:

fBLV-ra,= Z (Yxd.+ $cX nd.) (4)
c=1

where

Vv o Xir

- =t noya= Ly

v * ie&rca* iGScér

1cse v(x i)

Let inclusion probabilities in strata be constant (e.g. simple random sample
without replacement is drawn from strata) and V;v(xj) = xI' Hence:

C y-

Tjs_lilerat - & ~LII>II_*V (g}

c=1 5 sc

where

Yx =£Yi, XK=Y,Xi and

iesf ieaf
f%iru~Ta= 1 n ~ X rc/l (6)
c=1\ A sc J

It easy to notice that if above-mentioned assumptions and the following
conditions are fulfilled:

- none of elements of domain d* are drawn to the sample,

- for each strata from which elements of i/*-th domain were drawn

following equation holds — =

~ SC X scd*
- for each strata from which elements of d*-th domain were drawn
following equation holds sc= s,



then

rpBlV-rat _ f'SYN ¢ P‘q*
s = e Y., @
G4 N

Let us derive equations of prediction variances of predictors (3) and (4)
assuming that condition (2) is fulfilled. It should he stressed that they arc
correct even when condition (1), which defines simple regression super-
population model, is not fulfilled.

After some algebra prediction variance of the prcdictor of the form of
synthetic ratio estimator is as follows:

i xa  yini i
Voar AT Td)2= XX2 W Xal L Vg ik

n o c  leaw* /Li ie0ci»

If first order inclusion probabilities are constant is strata and if V"x,) = x;,
then prediction variance of the prcdictor of the form of synthetic ratio
estimator will be given by following equation:

Xed' - x
Var,(rj*'v TV)2= X a- - "X sd + Xaf* 9)
c=1 X5, X
where
Xscd* X
if'cd'

Prediction variance of predictor (4) for superpopulation model with
assumption (2) can be derived using Royall's theorem (1976). Let us stress
that it is correct even when condition (1), which defines simple regression
superpopulation model, is not fulfilled. Prediction variance of predictor (4)
is as follows:

. , ( xf
Vari(TH IJ-'at- T d.)2= 2>c AR i 10
( ) ey "W(X:) |c(|3 v (20)

If Vjvix,) = x,, then prediction variance will simplify to the following form:



Let us compare prediction variances of both predictors when VjvCx,) = Xx;
and for constant first order inclusion probabilities in strata.

Var{fl.“'-'- - Td)2- Varjifldb-"* - Td2= - £ <@

1

(12

Let us notice, that the value of XKa is closer to zero (what holds when
ncj, decreases), the smallest precision difference of both predictors is. In

X *
discusscd case, the maximum value of equation (12) is received for = 0.5.
XX
X * X *
The difference (12) equals 0 for = 0 and for = 1. For small area
X X<

X *
statistics purposes considerations can be limited to 0< ’c <0.5. In this

X
case, the lower value of is, the lower value of precision difference
X,c
(12) is observed. Prediction variances of the considered predictors are equal
when equation (7) holds.

I1l. SIMPLE REGRESSION SUPERPOPULATION MODEL IN DOMAINS

Synthetic estimators use assumption that some relationships which occur
in population (or in strata) hold in domains (or domains and strata products)
too. In the previous part of the paper two ~-unbiased predictors for simple
regression supcrpopulation model in strata were presented. Let us add that
predictor (4) have minimal prediction variance among all ~-unbiased predictors
(hence its more precise than predictor (3)). Assumption that simple regression
supcrpopulation model in strata is true can be incorrect. For example simple
regression supcrpopulation model in domains can be true. In the following
part of the paper accuracy of the predictors (3) and (4) for simple regression
supcrpopulation model in domains will be considered. It will be proved
that both predictors arc ~-biased and equations of their *-biases and prediction
MSEs will be derived.

Let us assume that simple regression supcrpopulation model in domains
is true. The assumption is as follows:

E{(Yd) = Rdxd (13)



Let us consider two additional alternative assumptions. It is assumed that
random variables ¥,,..., YN are independent and:

al = DUYcd = Df (eci) = a2v(xel) (14)
as in equation (2) or

= D?(Ydd = D2(ed) = aj v(xdi). (15)

In previous paragraph it was stressed that if assumption given by equation
(2) (the same is presented by equation (14)) is true, then
Var*"T®*7-"" —Td) < VdTI (T"XN~ra —Td). Let us consider prediction varian-
ces of both predictors when equation (15) is true.

Prediction variance of the predictor of the form of synthetic ratio estimator
for assumption (15) after some algebra is received as follows:

PV (16)

If Wdv(xi) = xi and first order inclusion probabilities will be constant in
strata, then above equation simplifies to the following form:

Var{{7 * ™ Td2= i f [ a2X3+adXcd - 2 a2Xxn
c=N\~acd=1 ns J
7)

Let us derive prediction variance of predictor (4) for assumption (15). The
following result can be received:

(18)

If vav(Xj) = xj; then above equation simplifies to the following form:

Vari(7J.LE/ rat- T d)= W 2d.Xx 2£ ajXsd+ ad X roh (19)

c=1\ <1=1 /



If VXx,) = X and first order inclusion probabilities arc constant in strata,
then for assumption (15):

Var{(fJ,"'-"* - Td)- Var{(f2.™-™*- Td) =

Cc
1 riXyE(XK-Xxa)(Xad +Xrd-X - | 0i¥f X KAXca* +Xnd.)

c=1 N sc d ved* = 1 ** 8C

(20)

Let us notice, that the value of Xsd is closer to zero (what holds when
nod. decreases), the smallest precision difference of both predictors is. Above
equation is sum for strata of sums of two elements. Let us assume that

Adxi> o.
For each strata second element is negative. The first element is negative

for every strata if and only if Xa + Xrod < Xx. Hence,
VeXad + X rob< XK=>V a r - Td) <Vax((fdIN~rat- Td).

Based on equation (20) it can also be proved that

Loy #x .
Ve 2 E 1 Varrfjrle* - Td) < - Td).
a1 N

It was shown that predictor (4) can be more precise than predictor (3) for
assumption (15).

Let us derive equation of £-bias of the predictor of the form of synthetic
ratio estimator (3) for the supcrpopulation model with assumption (13).
After some algebra it is obtained that:

E = £ X | (Rd~Rd)Xd (21)

1 c d=
where

. X
x<a= E
i
What was expected, the predictor of the form of synthetic ratio estimator
is ("-unbiased, when simple regression supcrpopulation model is true in
strata to which domain of interest belongs (supcrpopulation model with
assumption (1)).



Let us derive equation of £-bias of the predictor (4) for superpopulation
model assumed in this part of the paper.

I x J I fx) bl - M 2 & as)
c=I \iesrwxi)l  d=x ieiciVAX i)

Similarly to the predictor of the form of synthetic ratio estimator, the
predictor (4) is ~-unbiased if simple regression superpopulation model in
domains becomcs simple regression superpopulation model in strata (simple
regression superpopulation model in strata with assumption (2) is true).

Let us assume that V;v(Xj) = x, and that first order inclusion probabilities
arc constant is strata. Then, equations (21) and (22) of ~-bias of predictors
(3) and (4) simplify to the following forms:

E{Tyn-w _Tr) = £ V* A (Ba~B&*)XKi (23)

C—1A scd=1

4 fB-Ura- Td) =i Xd i (A- G)Xed (24)

sc ii=

Hence,

U TA-W _ Tdt) _ 4 fAYS-ra, _ Tdt) = _ £ x d ° {fid_ 13(,)Xxd

cC=1 A sc d=1

(25)

First, let us remind that if both predictors are *-unbiased (i.e. simple regression
superpopulation model in strata is true) or if equality (7) holds, then difference
given by equation (25) will equal zero. Let us noticc, that the value of
Xxd, is closer to zero (what holds when ndl. decreases), the smallest difference
of d;-biases of both predictors is.

Let us consider two cases with additional assumptions that VjX > 0 and
fBLu-rat"fsYN-uor jn t"e first case for cach strata to which elements

1 D

of d* domain belong following inequality occurs — £ (4, —Rd")Xsd> Q
sC d=1

what can hold when ‘'idRd>Rd. Hence, Ei('T'd*N~raI--Td,)>0 and

E((fd*U ra- Td) >0 and"finally E{ f@®Lt/“rfit- Td)- E((fd N~ra- Td) < 0.
Let in the second case for each strata to which elements of d* domain

1 D
belong following inequality occurs — £ Rd~ Rd*)Xxd <0, what can hold
xd=1



When V, Rd<Rd.. Hence, <0 and ET"*mn ra- Td) <0 and
d +d*
finally E((T"v-ra-T .)-EI(TdIN-ra-T d)>0. In both cases absolute
value of i-bias of T d*u~ra predictor is lower then absolute value of T d*N~ral.
Let us stress that when elements of d* domain were drawn to the sample
only from one strata, only one of these two situations can hold.
Prediction MSE of the predictor of the form of synthetic ratio estimator
for simple regression superpopulation model in domains is obtained by
summation of prediction variance (8) for assumption (14) or prediction
variance (16) for assumption (15) and squared f-bias (21). Prediction MSE
of predictor (4) for simple regression supcrpopulation model in domains is
received by summation of prediction variance (10) for assumption (14) or
prediction variance (18) for assumption (15) and squared f-bias (22).
Because analytical results of MSE comparison are quite modest, in part
V simulation study will additionally be conducted.

[V. POLYNOMIAL SUPERPOPULATION MODEL IN STRATA

In the previous section the misspecification of superpopulation model
was considered in the case when simple regression superpopulation model
in domains is true. In the following section polynomial superpopulation
model in strata is assumed.

It is assumed that

EAY,)= iBPxb (26)
)=0

Particular form of polynomial superpopulation model with assumption (26)
is regression superpopulation model with following assumption:

Ei(Yt]) = No x d+RB?). 27)

What should be reminded is that for models assumed for strata equation
(2) holds. It implies that, prediction variances of both predictors are given
by equations (8) and (10) and

Var{Tj.LC_ ret- 7» < Varjfg"-'* - 7».
Let us derive equation of £-bias of the predictor of the form of synthetic

ratio estimator for polynomial superpopulation model in strata (superpopula-
tion model with assumption (26)). After some algebra it is obtained, that



i I mtd*

C
D TMLTIVE_ =
= VEX ercrizo Y W\H

If regression superpopulation model is assumed for strata (superpopulation
model with assumption (27)) and if first order inclusion probabilities are
constant in strata, the equation will simplify to the following form:

(29)

In the considered case if for each strata the mean value of auxiliary variable
for domain d* and stratum products equals the mean value of auxiliary
variable for sampled elements from stratum, the predictor of the form of
synthetic ratio estimator will be “-unbiased.

Let us derive equation of £-bias of predictor (4) for polynomial super-
population model in strata (superpopulation model with assumption (26)).
The result is as follows:

Et(FERY-__ 14y =

(30)

If regression superpopulation model in strata is true (superpopulation model
with assumption (27)) and if Y;y(x") = x;, then the equation will simplify
to the following form:

In the considered case if for each strata the auxiliary variable mean value
for non-sampled elements of intersection of domain d* and stratum equals



the mean value of auxiliary variable for sampled elements from stratum,
prcdictor (4) will be “-unbiased.

Let us compare “-biases of both predictors for regression superpopula-
tion model in strata when Vi\(jc* = x, and first order inclusion probabilities
arc constant in strata. Let us assume that equality (7) does not occure.
llence,

E((fBLU-r« _ Tdt) _ E((fSYN-ra, _ ~ = £ . Th*. *-1

c=1 X Ac N fted* ftc

(32)

Let us notice, that the value of nbl. is closer to zero, the smallest difference
of ~-biases of both predictors is. If for each strata the auxiliary variable
mean value for sampled elements of intersection of domain d* and stratum
equals the mean value of auxiliary variable for sampled elements from
stratum, values of £-bias for both predictors will be equal.

Let us consider two cases assuming that V:X(>0 and 4Rc0)>0. Let in
the first case for each strata from which elements of d*-th domain were

drawn following inequalities appear
nc Nrad nc’ ned nc'

can hold for example when domain of interest consists of elements with
the highest values of auxiliary variable. Hence, Ei(TdfMra—7 » > 0 and
Et(f«.!/-«, _ Ti<) >0 and fmally E((fBLV-ra, _ Tim) _ EfSYN-m, _ <Q

Let in the second case for each strata from which elements of d*-th domain

were drawn following inequalities appear
Ncd* nc N nd. nc’ ncd nc'

It can hold for example when domain of interest consists of elements with

the lowest values of auxiliary variable. Hence, E((fd™~ra—Td) < 0 and
4 fBLV-ra, _ Tdm) < o and finally Ei(fBii/-r«r _ Tdt) _ E{(7*™-™M< _ Td.) > 0.

In both cases absolute value of £-bias of predictor is lower than
absolute value of £-bias of f diIN~rd what implies lower value of prediction
MSE of predictor (because value of prediction variance of

fBiu-rat js iower) Let us add t~at fjje samc conclusions can be received
for both cases for assumptions V;X;> 0 and V"0 < 0.

Prediction MSE’s of predictors (3) and (4) for simple regression super-
population model in domains arc received by summation of prediction
variances (8) and (10) and squared “-biases given by equations (28) and
(30) adequately.



V. SIMULATION STUDY

Simulation study is conducted based on artificial population which
consists of 200 elements divided into 3 strata and 6 domains. First stratum,
which consists of 80 elements, includes 20 elements from first domain, 20
elements from second domain and 40 elements from third domain. Second
stratum, which consists of 70 elements, includes 30 elements from first
domain, 30 elements from fourth domain and 10 elements from fifth
domain. Third stratum, which consists of 50 elements, includes 20 elements
from second domain, 10 elements from fifth domain and 20 elements from
sixth domain. Values of auxiliary variable were generated using normal
distributions with following parameters set arbitrarily: in first stratum
distribution N(100, 20), in second stratum - N(120, 30) and in third
stratum - N(150,40). Elements in strata are assigned to domains at
random.

Three predictors arc considered: predictor given by equation (3) (in

tables denoted by synt), predictor given by equation (4) with v(x;) = \Jxt
for every i=\,...,N (in tables denoted by BLU 1) and predictor given
by equation (4) with v(x*) = 1 for every i= 1, ..., N (in tables denoted by
BLU 2). Accuracy of the three predictors is considered for four super-
population models with following parameters set arbitrarily. Let us add,
that for all following superpopulation models random components are
generated by using N(O, 1) distribution. First model is simple regression
superpopulation model in strata as follows: Yd = Boxd + EcisIxci, where B — 1,
R2= 2, B3= 3. Second model is regression supcrpopulation model in strata
as follows: Yc = (rcl)xd +$ 0) + Etydxci, where RB\l)- 1, B*)= 2, = 3,
/00) = 200, = 250, B”*) = 300. Third model is polynomial superpopulation
2

model in strata as follows: Ye = £ (Nexdi+ icis/xci, where //,2) = 15, /42) = 1,

#,2= 05, N = 1, $su = 2, Al = 3°M0) = 200, #0) = 250, = 300. Fourth
model is simple regression superpopulation model in domains as follows:
Yd = BiXa + HiJ x di, where Bv= 1, 2= 3, R3=5, /24=7, Bs= 9, Re = 11
It should be underlined, that although model approach is conditional
approach, results in simulation study are averaged by taking sampling design
distribution into  consideration. Symbol Ep denotes expected
value of sampling design distribution. In the following tables bias (in %)
. L , EE(TX T 31

denotes approximated in simulation study value of p II\Ei((%fd)
root variance (in %) approximated in simulation study value of

x 100,



- T,)- E{7V - T 2V ... , . .
)_ i(— ”) x 100 and root MSE (in %) denotes ap-
EL(@i <)
lg £fp _ T
proximated in simulation study value of L IJ:' ———x 100. It is worth
t(Td)

stressing that & p-bias, p-expected value of prediction variance and p-expccted
value of prediction MSE arc computed instead of p ~-bias, <j;-expected value of
p-variancc and <-expected value of p-MSE. Values of above-mentioned statis-
tics are equal because sampling design is noninformative.

Stratified random sampling with proportional allocation is considered.
Results received in simulation arc based on 500 random samples and are
additionally averaged with respect to 1000 realizations of superpopulation
model. This way for simulation purposes 500 000 values of each predictor
are generated. Three sizes of sample are considered: 40, 60 and 80 elements
which amount to 20%, 30% and 40% of population size. High fractions
of drawn elements are considered because it was proved, for cases discussed
in previous parts of the paper, that for small sample sizes precision difference
of both predictors is small.

Let us compare accuracy of analysed predictors when simple regression
supcrpopulation model in strata is true.

Results presented in the Table 1 show that root d-expected values of
p-MSEs for all of predictors in all domains except of domain three equal less
than 1% of 4-expected domain total. In domain three they docs not exceed
3%. It is worth stressing that although accuracies of the considered predictors
are similar, root "-expected value of p-MSE of the predictor of the form of
synthetic ratio estimator is higher comparing to predictor (4) with misspecifica-
tion of variance structure (in table denoted by BLU 2). If statistician specifies
correct form of 4-expected value of random variables (i.e. he decides that
simple regression superpopulation model in strata is true) and incorrect form
of their «"-variance (i.e. he decides that model is homoscedastic), the choice of
BLU predictor with wrong specification of variance structure will be better
than choice of the predictor of the form of synthetic ratio estimator. Interes-
ting is that in simulation study the decrease of root d-expected p-MSEs for
synthetic estimator due to the increase of sample size is slower comparing with
other predictors. Let us add, that the highest values of root d<-expected
p-MSEs are observed in domain three, because it is the only domain which
belongs only to first strata - strata with the lowest [. coefficient. Because
distributions of auxiliary variable in strata are similar, in the first strata the
higher dispersion of variable of interest with respect to C distribution is
observed. Notice that the smaller is sample size the smaller is difference in
accuracy of synthetic estimator and BLU predictor (denoted by BLU 1) what
was proofed for different assumptions in part 2 of the paper.



Table 1. Accuracy of predictors for simple regression supcrpopulation model in strata

Root variance and root

Bias (in %) MSE (in %)
Domain Predictor Sample size Sample size

40 60 80 40 60 80

synt 0.00 0.00 0.00 0.86 0.72 0.65

1 BLU 1 0.00 0.00 0.00 0.84 0.68 0.57
BLU 2 0.00 0.00 0.00 0.85 0.68 0.58

synt 0.00 0.00 0.00 0.63 0.54 0.48

2 BLU 1 0.00 0.00 0.00 0.61 0.50 0.43
BLU 2 0.00 0.00 0.00 0.61 0.50 0.43

synt 0.00 0.00 -0.01 2.52 2.04 177

3 BLU 1 0.00 0.00 0.00 2.48 1.95 1.63
BLU 2 0.00 0.00 0.00 2.50 1.97 1.64

synt 0.00 0.00 0.00 0.85 0.70 0.62

4 BLU 1 0.00 0.00 0.00 0.83 0.67 0.56
BLU 2 0.00 0.00 0.00 0.84 0.68 0.57

synt 0.00 0.00 0.00 0.58 0.52 0.49

5 BLU 1 0.00 0.00 0.00 0.56 0.47 0.41
BLU 2 0.00 0.00 0.00 0.56 0.47 0.41

synt 0.00 0.00 0.00 0.55 0.46 0.40

6 BLU 1 0.00 0.00 0.00 0.54 0.44 0.37
BLU 2 0.00 0.00 0.00 0.55 0.44 0.37

Let us consider results for regression superpopulation model in strata
which are presented in the Table 2. Accuracy of the considered predictors
will be discussed in the case of model misspecification. Let us notice that
values of root "-expected p-MSEs do not exceed 3,5% of 4-expected domain
totals and they arc determined by values of £-p-bias. It should be underlined
that in this case none of predictors have better accuracy in comparison with
others. For polynomial model in strata (result are not presented) values of
root <-expected p-MSEs exceed 6% of <-expected domain totals only in
few cases for sample size 40 elements. These results are determined by
£ p-bias, values of root d-expected p-variances do not exceed 0.04% of
N-expected domain totals. It should be stressed that in some cases "-expected
p-MSEs of synthetic ratio estimator increase due to the increase of sample



size, what for p-MSEs was discussed earlier by Wywiat, Zadto (2003). The
same property can be observed for d4-expected p-MSEs, because sampling
design is noninformative.

Table 2. Accuracy of predictors for regression superpopulation model in strata

Bias (in %) Root variance (in %) Root MSE (in %)

Domain Predictor Sample size Sample size Sample size
40 60 80 40 60 80 40 60 80
synt -1.75 -1.87 -1.91 0.44 0.37 0.33 181 1.90 1.94

1 BLU 1 -2.42 -2.30  -1.90 0.43 0.35 0.30 2.46 2.33 1.92
BLU 2 -3.33 -3.10 -2.60 0.43 0.35 0.30 3.36 3.12 2.62

synt -1.34  -1.43 -1.50 0.38 0.32 0.29 1.39 1.47 1.53

2 BLU 1 -1.93 -1.84 -1.61 0.37 0.30 0.26 1.97 1.86 1.63
BLU 2 -2.76 -2.73 -2.26 0.37 0.30 0.26 2.78 2.74 2.27

synt 1.73 1.52 1.50 0.84 0.68 0.59 1.93 1.67 1.62

3 BLU 1 0.38 0.12 0.10 0.83 0.66 0.55 0.91 0.67 0.55
BLU 2 -1.65 -0.77  -0.62 0.83 0.66 0.55 1.84 1.01 0.83

synt 0.42 0.30 0.27 0.50 0.41 0.36 0.66 0.51 0.45

4 BLU 1 -0.87 -0.67 -0.50 0.49 0.39 0.33 1.00 0.78 0.60
BLU 2 -1.57 -1.49  -121 0.50 0.40 0.33 1.65 1.55 1.25

synt 2.14 2.06 2.03 0.39 0.35 0.33 2.17 2.09 2.06

5 BLU 1 0.74 0.58 0.46 0.37 0.32 0.28 0.83 0.66 0.53
BLU 2 -0.12 -0.12 -0.12 0.38 0.32 0.28 0.39 0.34 0.31

synt 1.71 157 1.56 0.40 0.33 0.29 1.76 1.60 1.59

6 BLU 1 0.50 0.33 0.31 0.39 0.31 0.26 0.63 0.46 0.40

BLU 2 -0.40 -0.40 -0.34 0.40 0.31 0.26 0.56 0.51 0.43

Finally, in the Table 3 results of simulation study for simple regression
superpopulation model in domains are presented. At the beginning it must
be stressed that prediction accuracy is not sufficient mainly because of high
values of the bias. It should be noticed that predictor (4) (both in cases
of correct and incorrect specification of variance structure) has better accuracy
comparing to the predictor of the form of synthetic ratio estimator. The
highest values of £ p-bias and “-expected p-MSE are observed in first and
second domain. It results form fact, that elements of these domains belong
to strata in which most of elements are from domains with higher Rd than



in the first and second domain. It should be stressed that, as in Table 2,
in some cases <j;-expected p-MSEs ot the prcdictor of the form of synthetic
ratio estimator increase due to the increase of sample size.

Table 3. Accuracy of predictors for simple regression superpopulation model in domains

Bias (in %) Root variance (in %) Root MSI! (in %)
Domain Predictor Sample size Sample size Sample size
40 60 80 40 60 80 40 60 80

synt 336.89 336.39 336.06 1.97 1.66 149  336.89 336.40 336.06

1 BLU 1 227.68 241.19 206.71 1.92 1.56 1.32 276.69 241.20 206.71
BLU 2 280.01 24417 209.23 1.94 1.57 1.33 280.02 244.17 209.23

synt 93.09 9569 9586 0.68 0.59 0.53 93.09 9569 95.86

2 BLU 1 76.90 70.01 59.05 0.66 0.55 0.46 76.90  70.01 59.05
BLU 2 78.37 71.16 60.05 0.67 0.55 0.47 78.38 71.17 60.05

synt -28.55 -28.89 -28.99 0.50 0.41 0.35 28.55  28.89 28.99

3 BLU 1 -23.58 -20.16 -17.36 0.50 0.39 0.33 23.58 20.16 17.37
BLU 2 -23.23 -19.89 -17.11 0.50 0.39 0.33 23.24 19.89 17.12

synt -31.06 -31.37 -31.41 0.36 0.30 0.27 31.06 31.37 3141

4 BLU 1 -24.66 -21.86 -18.90 0.36 0.29 0.24 24.66 21.86 18.90
BLU 2 -24.07 -21.32 -18.45 0.36 0.29 0.24 24.07 21.32 18.45

synt -30.41 -29.82 -29.67 0.26 0.24 0.22 30.41 29.82 29.67

5 BLU 1 -24.06 -20.56 -17.74 0.25 0.21 0.19 24.06  20.57 17.74
BLU 2 -23.48 -20.10 -17.33 0.25 0.21 0.19 23.48 20.10 17.33

synt -31.79 -30.72 -30.54 0.25 0.21 0.18 31.79 30.72  30.54

6 BLU 1 -25.42 -21.60 -18.77 0.25 0.20 0.17 25.43 21.60 18.77

BLU 2 -2486 -21.18 -18.40 0.25 0.20 0.17 2486  21.18 18.40

VI. CONCLUSION

In the paper properties of the predictor of the form of synthetic ratio
estimator based on superpopulation approach were studied. It was proved
that it is ~-unbiased for simple regression superpopulation model in strata.
For the model BLU predictor was presented and situations when both
predictors are equal were shown. Properties of both predictors were



additionally studied in the case of superpopulation model misspecification.
Analytical considerations were supported by simulation study. It was shown
that for discussed data both predictors gives similar results both for correct
and incorrect model specification. For correct model specification and for
simple regression model assumed in domains, accuracy of the BLU predictor
is higher comparing to accuracy of the predictor of the form of synthetic
ratio estimator in simulation study. When problem of model misspecification
for analysed artificial population is discussed, both predictors gives better
results for incorrect models assumed for strata than for incorrect models
assumed for domains.
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Tomasz Zadto

O SYNTETYCZNYM ESTYMATORZE ILORAZOWYM
Z PUNKTU WIDZENIA PODEJSCIA MODELOWEGO

Streszczenie

W opracowaniu rozwazane sg z punktu widzenia podejScia modelowego wiasnosci predyktora
postaci syntetycznego estymatora ilorazowego wartosci globalnej w domenie znanego z podejscia
randomizacyjnego. Przedstawiony jest dowdd jego f-nieobcigzono$ci dla prostego regresyjnego
modelu nadpopulacji w warstwach. Dla tego modelu zaprezentowany jest takze predyktor typu
BLU. Wyprowadzone sg wzory opisujace wariancje predykcji obu predyktoréw dla wspomnianego
modelu nadpopulacji. Dla obu predyktordw rozwazany jest takze problem nieprawidtowej
specyfikacji modelu nadpopulacji i dla tego przypadku wyprowadzone sg btedy $redniokwadratowe
predykcji. Poréwnanie doktadnosci obu predyktoréw wsparte jest analiza symulacyjna.



